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Abstract 

This study provides a set of tools for conceptualising, evaluating and communicating uncertainty in 
forensic science. Given that the concept of uncertainty is one that transcends disciplinary boundaries, 
an interdisciplinary configurative review was carried out incorporating the disciplines of medicine, 
environmental science and economics, in order to identify common themes which could have valuable 
applications to the discipline of forensic science. Critical Interpretive Synthesis was used to develop 
sub-synthetic and synthetic constructs which interpreted and synthesised the underlying evidence and 
codes. This study provides three toolkits, one each for conceptualisation, evaluation and 
communication.  The study identified an underlying theme concerning the obstacles that would need 
to be overcome for the effective application of these toolkits and achieving effective conceptualisation, 
evaluation and communication of uncertainty in forensic science to lay-stakeholders. These toolkits 
offer a starting point for developing the conversation for achieving greater transparency in the 
communication of uncertainty. They also have the potential to offer stakeholders enhanced 
understanding of the nuances and limitations of forensic science evidence and enable more 
transparent evaluation and scrutiny of the reliability, relevance and probative value of forensic 
materials in a crime reconstruction.  
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1. Introduction  

Every stage of the crime reconstruction process in forensic science, from the crime scene to the 
presentation of forensic evidence in court, must address uncertainty [1]. Uncertainty is an inherent 
attribute of science and therefore, of forensic science [2].  The scientific method is predicated on the 
testing of hypotheses and falsification [3], to draw inferences in a manner that must accommodate 
missing or incomplete information.   In forensic science, due to the complexity of the forensic process 
as it operates at the nexus of science, the law, policy and government [4, 5] it is very rare to be able 
to establish a ‘ground truth’ [1] to test derived inferences which can stand in contrast to the scientific 
‘laws’ that can be established through laboratory based experimental studies or population level 
studies.  

Uncertainties are present when identifying, recovering, preserving and analysing traces and patterns, 
and also in the decision-making of experts as they interpret what those materials mean in the context 
of a crime reconstruction [6, 7, 4, 8]. Uncertainty needs to be considered during the collection of 
traces or patterns at the crime scene, particularly given their dynamics which may affect the state of 
those traces or patterns [9]. The impact of these dynamic events in turn influences the judgements 
and decisions made in terms of what is searched for, where or if a clue is recovered, how it is 
recovered and preserved, and how it may be analysed within the context of the specific case [7]. 
Expert decision-making and interpretation must take place under conditions of uncertainty which can 
be influenced by the contextual information that is or is not made available [2, 10], often considered 
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extrinsic factors, in addition to the well documented intrinsic factors of human cognition [11, 12, 13, 
14, 15].  

Academics and professional organisations have been increasingly calling for more acknowledgement, 
disclosure and articulation of uncertainty. Taroni & Biedermann [2] highlighted the need to explicitly 
and clearly articulate uncertainties, the National Academy of Science [16] raised the issue of 
evaluating uncertainties in its seminal report, while the Forensic Science Regulator in England and 
Wales has been showing significantly greater interest in the topic of uncertainty and evaluative 
interpretation [17]  in laboratory based sub-disciplines as well as in the evaluation and communication 
of uncertainty in more qualitative based sub-disciplines.  Whilst the issue is highlighted the report fell 
short of providing any detailed or specific directions for addressing uncertainty revealing the 
complexity of the issue. The Government Chief Scientific Adviser in his annual report [18] also 
addressed the topic of evaluating and communicating uncertainties in forensic science, however, it is 
salient that evaluation was solely discussed in terms of measurement associated with analytical tests 
and results. In a more recent report the UK Forensic Science Regulator [19] stated her intention and 
ongoing plans to develop a calibrated interpretative framework which would also include the tackling 
of uncertainty issues.  However, it is not clear what type of evidence base can be utilised to establish 
such a framework. The communication of uncertainty to stakeholders is consistently being highlighted 
as a prerequisite for ensuring that jurors are appropriately informed about the evidence presented to 
them [20] and are in a position to evaluate whether the prosecution has dismissed the burden of proof 
beyond reasonable doubt [21]. At the very least, it is clear that a transparent dialogue addressing the 
uncertainties that are inherent in science and in the forensic science process is needed and has the 
potential to enhance expert performance [20, 22].  

Sources of uncertainty which may impact the confidence that can be placed in science findings and 
inferences in a forensic science context have also been identified. Significant consensus exists in the 
published literature that there is a lack of empirical research addressing expert analysis and 
interpretation of materials found at the crime scene [23, 24, 25, 26, 16, 27]. Despite the developing 
body of research that exists in certain disciplines, fields such as fingerprint analysis are generally 
considered to be based on skill and experience of examiners rather than primarily methodologies 
based on the scientific method [28, 29]. There are of course many reasons for this, and ongoing 
debate about the most appropriate way to consider fields within forensic science that rely on both 
explicit and tacit knowledge [30, 1], while ensuring that there is transparency in how a conclusion has 
been reached that is communicable to appropriate audiences [31].  This lack of consensus to date is 
an additional source of uncertainty, particularly in relation to the capacity of experts to make 
transparent evaluations of the science evidence that can assist investigators and the courts.  

Despite these contributions, a common framework with a consistent language and structure capturing, 
evaluating and conveying uncertainty has yet to be developed [22]. Uncertainty in forensic science 
has traditionally been discussed in terms of being a corollary of the examination of past events [2, 32] 
and the unknowability of a ‘ground truth’ [33, 1]. More recently, efforts have been made to think of 
forensic science as a system made up of individual, interrelated components [4, 1, 34, 35]. There 
have also been calls to move focus away from the calculation of error rates [25, 36], which have been 
fraught with contention in terms of definitions [37, 38], the methods by which these should be 
calculated [39, 33, 40, 41] if at all, and considerations of whether a framework of risk assessment and 
management could be a more valuable pathway forward [17, 22, 42, 43]. This has led to recent 
considerations of how uncertainty can and should be articulated within forensic science with the use 
of terms, such as ‘known unknowns’ and ‘unknown unknowns’ reflecting conceptualisation trends 
originating in other disciplines [44, 22].  

The broad body of knowledge established in a wide range of disciplines has only been applied very 
sparsely to forensic science to date. An extensive range of definitions and typologies have been 
developed over the years [45]; ranging from the Knightian uncertainty indicative of unquantifiable 
peril, to a more modern understanding of uncertainty associated with issues that are ‘far less clear 
cut’ [46, p.9] and of more subjective or qualitative in nature [47]. The typologies seeking to 
characterise uncertainty have also been as diverse, with different approaches ranging from Krupnick 
et al. [48] who distinguished between five types of uncertainty and Smithson [49] who identified a 
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synthesis of 16 different types of ignorance. Therefore while there is a broad and extensive diversity 
of definitions and typologies of uncertainty, and a general lack of consensus due to the diversity and 
complexity of disparate fields, this body of knowledge offers the potential to gain insights that offer a 
pathway forward in forensic science for considering uncertainty and developing a conceptual 
construct of uncertainty that moves the discipline forward.  

The absence of compatible developments between forensic science and the general body of 
knowledge addressing uncertainty is not only evident in the conceptualisation of the term, but also in 
the evaluation and communication of uncertainty.  Evaluation and communication have generally 
been considered within the framework of probability theory [50], and in forensic science, the value of 
probabilities has been strongly advanced with declarations that probability theory, and specifically 
Bayesian approaches, represent  “the only coherent logical foundation” for “reasoning in the face of 
uncertainty” [51, p.11].  However, the complexity and multi-faceted nature of uncertainty cannot 
always be reduced into a numerical formula and is not always easily quantifiable [52].  This is 
especially true when data are not available to help establish priors or conditional probabilities, as is 
often the case in forensic science. Indeed, discussions outside the discipline of forensic science have 
recognised this with frameworks of evaluating uncertainty embracing more qualitative elements [53, 
54].  At the same time there is a growing emphasis on the need for more holistic structures that 
embrace all the relevant concepts and theories, and combine both qualitative and quantitative 
techniques for evaluating and communicating uncertainty [52, 30, 44]. Such holistic structures could 
potentially also allow for innovative ways of evaluating and communicating uncertainty to exist 
alongside, and to complement the established Bayesian paradigm.  

Forensic science necessarily brings together explicit and tacit forms of knowledge and therefore 
frameworks for evaluating probabilities in some fields where the predominant forms of knowledge are 
more explicit may not always be appropriate for, or easy to directly apply into forensic science. This is 
particularly the case when considering how to evaluate the uncertainties associated with human, 
decision-making, which may not be amenable to quantification [1] due to the blend of both tacit and 
explicit forms of knowledge [4, 30]. One clear issue with regards to the use of probabilities in the 
communication of uncertainties in court has been identified in terms of the degree to which it can 
introduce a form of reasoning that is incompatible with the non-mathematical, inductive and even 
categorical reasoning of jurors [55, 56]. Empirical studies have also indicated that the use of 
probabilities in court may lead to fallacious juror reasoning [57, 58].  

There is therefore, a need to consider whether it is possible to identify and articulate a consideration 
of uncertainty within the forensic science process in a holistic manner that considers the entire system 
[1, 22, 4]. Therefore, this study considered three frameworks for uncertainty to elicit potentially 
valuable concepts, instruments and approaches to set the foundations for more systematically 
conceptualising uncertainty and more holistically evaluating and communicating it within a forensic 
science context.  This study recognised the fruitful ground of inquiry that exists in other disciplines and 
sought to draw together the knowledge that has been developed in other disciplines in an organised 
and systematic manner to offer insights for forensic science. A configurative interdisciplinary review of 
the disciplines of medicine, environmental science and economics was therefore carried out, in order 
to assess how scientific uncertainty is conceptualised, evaluated and communicated in these 
disciplines (as disciplines that can be considered to be distinct from but related to forensic science in 
terms of interdisciplinarity and the consideration of complex systems) and whether these can be 
developed into an appropriate format for considering, understanding and communicating uncertainty 
in forensic science. 
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2. Method 

2.1 Design 

Given the lack of established methods to address uncertainty within forensic science, this study 
sought to establish how other disciplines with similar characteristics to forensic science deal with 
uncertainty by undertaking a configurative review. The principal format of the configurative review was 
a critical interpretive synthesis (CIS), for the analysis and synthesis of the data. CIS was selected as it 
is aligned with the aim of concept and theory development [59], it endorses work across multiple 
disciplines, and allows for the inclusion and synthesis of different forms of materials [59]. The flexible 
and non-reproducible nature of CIS [59, 60] also permits the use of elements from alternative 
methodological approaches in order to complement CIS [60, 61, 62]. Therefore, this study combined 
elements from other approaches throughout its various stages (see Figure 1) as enabled by the CIS 
approach.  

 

 

2.2 Selection of Disciplines 

The ‘neighbourliness’ of a discipline with forensic science constituted the primary guiding factor in 
selecting the disciplines that were included in the review, as ‘neighbouring domains’ often prove to be 
valuable sources of ideas for the resolution of problems that transgress disciplinary boundaries [63, 
p.3].  

Figure 1| Orange arrows indicate influences, green arrows indicate 
revisions, and blue arrows indicate foundations. 
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The disciplinary categories on ‘Scopus’ (the largest peer-reviewed online database of published 
research) constituted a pool of 26 disciplines (in addition to two categories defined as 
‘multidisciplinary’ and ‘undefined’) from which ‘neighbouring’ disciplines were selected. This database 
was chosen given its breadth and because when conducting searches disciplinary categories remain 
constant despite the search terms.  Only the 26 clearly defined disciplines were considered for 
inclusion in the study.  

The degree of neighbourliness of each of the 26 disciplines was judged on the basis of how closely 
each discipline shared two core elements of forensic science:   

• Strong interaction with a lay-audience (such as that observed between expert witnesses and 
judges, lawyers and jurors), AND  

• whether they could be described as:  

o A professional consultancy (A type of ‘issue-driven science’ where science is applied 
to a social context. It exhibits salient levels of decision stakes and/or uncertainties 
[64, 65] or 

o A post-normal science (A type of ‘issue driven science’, characterised by severe 
levels of decision stakes and/or uncertainties. See Figures 2 and 3 for the guidance 
used when determining whether a discipline was a professional consultancy or a 
post-normal science).  

Of the 26 disciplines, nine disciplines satisfied the criteria for neighbourliness and professional 
consultancy/post-normal science: engineering, environmental science, meteorology, medicine, 
economics, genetics, pharmaceutics, veterinary science and dentistry. The disciplines of medicine 
and environmental science were reviewed first, as they had returned the greatest number of articles; 
with the exception of engineering, which encompassed an extremely large volume of articles which 
was beyond the capacity of this study.  

Medicine was reviewed first and then environmental science. By the time the materials of 
environmental science had been coded and analysed thematic saturation was reached. The discipline 
of economics was also reviewed in order to ensure that the saturation was based on as wide a 
dataset as possible [66]. The rest of the disciplines were not reviewed after saturation was reached. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2| Spectrum of Issue-Driven Sciences (Ravetz [64]) 
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Search Strategy 

The key-words found in the research question were entered into a table, along with their synonyms. 
This table formed the basis for the development of the search terms (see Appendix B). Boolean-
operators and wildcard characters were used to combine these into search strings. A pilot was carried 
out on Scopus to ensure that the search string that was created (see Appendix B) returned enough 
relevant results. The search string that was tested in the pilot had to be adjusted in some of the 

Figure 3| Features of Professional Consultancy and Post-normal 
Science (Funtowicz and Ravetz [65]; Ravetz [64]) 
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databases, due to the intricacies and limitations of each of their search engines – such as failure to 
recognise Boolean operators [67]. 

Additional electronic databases were also searched for academic and grey literature in the three 
disciplines forming part of this review. The databases that were searched were: Scopus, UK 
government, Nuffield Trust Publication, MEDLINE, EMBASE, Intergovernmental Panel on Climate 
Change (IPCC), Georef, Greenfile, EconLit, Institute of Economic Studies, Office for Budget 
Responsibility, International Monetary Fund, and the National Institute of Economic and Social 
Research. Despite efforts to carry out a full search, the possibility that certain relevant materials were 
not identified as a result of database selection is acknowledged.  

 

Material Selection 

Relevance, rather than exhaustiveness, is at the heart of most configurative, interpretive reviews [59, 
68]. As such, there is often no restriction on the types of materials that are included [69, 59]. This 
study followed this approach and included a wide range of materials, such as empirical studies, 
editorials, opinion articles and policy reports.  

Allowing for a large range of included materials can often result in unmanageable load, so the CIS 
uses sampling instead of the development of pre-specified inclusion criteria (as per traditional 
reviews) to ensure the manageability of the contributions load and the relevance of the included 
materials [59]. However, this study did not follow this step of the CIS process. Instead, the 
development of pre-defined inclusion criteria was carried out to ensure the manageability of the 
contributions load, and also to minimise the potential for bias as much as possible, given that the 
review was undertaken by a single-reviewer.   

The construction of the inclusion criteria was guided by the principle of relevance – given its 
prominence in configurative reviews – and the research question. Inclusion was limited to materials 
published in the past ten years and those that were concerned with uncertainties associated with 
human/subjective decision-making. These criteria were developed in order to ensure that the 
concepts and instruments identified would be as relevant and potentially applicable to forensic 
science as possible. Inclusion was also limited to materials in English for practical purposes [69, 70]. 

The following inclusion criteria were thereby developed: 

1. Provides substantive information on the evaluation of uncertainty in relation to any stage 
of the decision-making or conclusions reached by scientific experts. 

2. Provides substantive information on the communication of uncertainty in relation to any 
stage of the decision-making or conclusions reached by scientific experts, to a lay-
audience.  

3. Provides substantive information on the sources and/or types of uncertainty in relation to 
any stage of the decision-making or conclusions reached by scientific experts.   

4. The uncertainty has to be related to at least some form of subjective/human decision-
making process, rather than a purely laboratory or mechanical process. 

5. The material has to be in English.  

6. The material must have been published in the ten years up to the commencement of the 
database search. The majority of the database search was carried out in the end of 2018, 
with some searches also conducted in early 2019 – thus resulting in the inclusion of 
certain materials published in early 2019.   
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Figure 4| Material Selection process for the disciplines of medicine, environmental science and 
economics 

Material Collection 

Once the database search was completed and all the resulting materials retrieved, EndNote was used 
to store the materials and delete duplicates. A title and abstract screening was carried out [71], where 
each article was marked as either irrelevant or potentially relevant on the basis of the inclusion 
criteria. Following this, the full text documents of those marked as potentially relevant were 
downloaded and scanned , in order to more thoroughly examine whether they satisfied the inclusion 
criteria. Short reasons for exclusion were noted for each of the materials on EndNote. Those articles 
for which the full-text could not be retrieved were excluded from the review [72]. 

 

Material selection results 

The database search yielded 14,428 materials in total. Once the materials were exported to EndNote, 
duplicates were removed, resulting in 5,445 records for medicine, 4,177 for environmental science 
and 1,793 for economics. Following the screening processes (see Figure 4), 91 articles from 
medicine, 60 articles from environmental science and 70 articles from economics were deemed to 
have fulfilled the inclusion criteria and were thus included in the review.  
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Quality Appraisal 

A quality appraisal was not carried out, given their contentious nature in configurative reviews [73, 59, 
74, 61]. A number of configurative reviews do not carry out quality appraisals, but instead focus on 
ensuring relevance of materials [61, 62, 67, 60, 75]. The design of the inclusion criteria was, 
therefore, driven primarily by the need to ensure relevance of materials.  

 

Data analysis and synthesis 

A framework for data extraction and analysis developed by Braun & Clarke [76] was followed. The 
Braun & Clarke [76] method involves six steps: familiarise oneself with the data; generate codes, 
search for themes; review themes; define themes; and writing up.  

The NVivo software was used to assist with the data extraction and analysis phases [74]. Open-
coding was used to code anything of interest or relevance to the research question [77]. Free-coding 
was used to code words, phrases and sentences that were of interest. Once a number of initial free 
codes were generated, wider codes were then produced which encompassed a number of the initial 
free codes that had an identical or very similar meaning/topic.  

The coding process yielded 876 codes (Table 2), which were organised into parent and children 
nodes during the analysis stage. These codes were then transcribed manually to assist with their 
organisation, the identification of patterns and the development of synthetic constructs and 
synthesising arguments. From the 876 codes, duplicates were discarded, irrelevant codes were 
dismissed, while codes that had the same or similar meanings but were referred to differently by the 
authors, were given a common term. This process resulted in the retention of 342 codes. 

Following the generation of codes, sub-synthetic and synthetic constructs were developed and 
revised [59, 76]. The conceptual patterns identified through the codes were captured by the sub-
synthetic constructs (i.e. knowledge uncertainties), while the purpose of the synthetic constructs was 
to represent the patterns identified among the sub-synthetic constructs (i.e. sources of uncertainty) 
(See figure 5). The codes informed the development of 6 overarching synthetic constructs and 29 
sub-synthetic constructs (see Table 2).  

Synthetic constructs, instead of themes, were developed as per the CIS process, given their 
emphasis on interpretation of the available evidence and codes in a more unified and explanatory 
manner [59]. 

 

 

 

A number of the sub-synthetic and synthetic constructs were named after some of the existing codes, 
such as the sub-synthetic constructs of level, location and nature borrowed from Walker et al. [78]. 
Other sub-synthetic and synthetic constructs were provided with original names that better 
represented the underlying codes and evidence [73]. For example, the sub-synthetic construct of 
evaluative structures was not directly taken from one of the codes, but was instead prescribed to 
describe a certain pattern recognised among the evaluative instruments that were collected. The final 

Figure 5| Process from included materials to synthetic constructs 
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step was that of synthesising the synthetic constructs into a synthesising argument. The ‘synthesising 
argument’ represents the network of relationships between the synthetic constructs and seeks to 
explain their connection [59].  

 

3. Results 

3.1 Description of Included Contributions 

The majority of the included contributions were non-empirical in nature (n=177), consisting of review 
and opinion articles, letters to editors, editorials, essays and commentaries. Among the non-empirical 
materials were 3 systematic reviews from the discipline of medicine [79, 80, 81] and 37 grey literature 
materials. The majority of these (n=33) were retrieved from the discipline of economics and included 
reports by the Office for Budget Responsibility (OBR), the Bank of England, the International 
Monetary Fund, the Deutsche Bundesbank Eurosystem and the European Central Bank. Four further 
grey literature contributions were identified in the materials of environmental science, all relating to the 
Intergovernmental Panel on Climate Change. The empirical articles only made up a small proportion 
of the 221 included materials (n=44), 21 of which were retrieved from the discipline of medicine, 20 
from the discipline of environmental science and 3 from economics.  

Table 1 summarises the characteristics of the included contributions, including year of publication, 
discipline, whether it was an empirical study or not, as well as its primary topic in relation to the three 
main themes. The majority of the included contributions had as their primary focus only one of the 
three main themes (n=151), while the rest engaged with two of the themes (n=44) or all three of them 
(n=26). 

Characteristics of Included Materials 

 
Characteristics 

 
Number 

Percentage of total 

Year Published 2009 16 7.2% 

 2010 11 5% 

 2011 22 10% 

 2012 28 12.7% 

 2013 24 11% 

 2014 16 7.2% 

 2015 21 9.5% 

 2016 25 11.3% 
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3.2 Analysis & Synthesis results – background information: 

Of the 342 codes, only 36 codes were commonly identified in the materials of all three disciplines. The 
distribution of the codes according to discipline, including any overlaps, is captured in Figure 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2017 35 15.8% 

 2018 
 

18 8.1% 

 2019 5 2.3% 

Discipline Medicine 91 41.2% 

 Environmental Science 60 27.1% 

 Economics 70 31.7% 

Empirical/ Other Empirical 44 19.9% 

 Other 
 

177 80.1% 

 Primary Topic Conceptualisation 29 13.1% 

 Evaluation 59 26.7% 

 Communication 63 28.5% 

Table 1| Characteristics of included contributions 

Figure 6| Codes produced by the materials of each discipline 



12 
 

 

The codes informed the development of 6 overarching synthetic constructs and 29 sub-synthetic 
constructs. The sub-synthetic and synthetic constructs, as well as the number of codes encompassed 
under each of these can be seen in Table 2.  

 

Topic Synthetic & Sub-synthetic Constructs No Codes 
  

342 

   
Conceptualisation 

  

 
Sources of Uncertainty Total = 84 

 
   Knowledge Uncertainties 6 

 
   Data Uncertainties 25 

 
   Methodological Uncertainties 18 (10 of which are 

broadly captured under 
the term model 
uncertainty in Figure 7) 

 
   Probability Uncertainties 5 

 
   Expert (decision maker)-centred uncertainties 11 

 
   Semantic Uncertainties 3 

 
   Innate Uncertainties 16 

   
 

Characterisation of uncertainty Total =20 
 

   Level 6 
 

   Location 9 
 

   Nature 5 

   
Evaluation 

  

 
Instruments Total = 68 

 
   Mathematical or Statistical 48 

 
   Graphical representations  3 

 
   Qualitative instruments 5 

 
   Structures 12 

   

Communication 
  

 
Elements & Approaches Total = 117 

 
   Format of communication 7 

 
   Instruments & terms 42 

 
   Forms of language 4 
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   Framing 12 

 
   Mediums of communication 8 

 
   Content 24 

 
   Desirable characteristics 20 

   

Effective 
Evaluation & 

Communication 

  

 
Obstacles Total =28 

    Affective responses of lay stakeholders 9 

   Cognitive responses of lay stakeholders 3 

   Affective responses of expert decision makers 3 

   Cognitive responses of expert decision makers 3 

   Empirical 10 
 

Benefits Total=25 
 

   Lay-Audience decision makers 8 
 

   Expert decision makers 9 
 

   Both 9 

           Table 2| Codes organised in synthetic and sub-synthetic constructs 

 

 

3.3 Analysis and synthesis results – the three toolkits: 

A. Conceptualisation 

The analysis and synthesis of the codes revealed that uncertainty was conceptualised either in terms 
of the sources that give rise to it, or through certain descriptions of its features (i.e. its magnitude, 
location or reducible or irreducible nature). Two synthetic constructs were created to reflect this 
distinction: ‘sources of uncertainty’ and ‘characteristics of uncertainty’.  

A model was also developed in the form of an ‘Uncertainty Map’ (see Figure 7) that portrays the 
synthetic and sub-synthetic constructs relating to the sources of uncertainty, as well as the individual 
codes that come under these. The individual codes are placed on the circumference of the circle. 
Each of these codes is connected to the centre of the circle. The different coloured connections 
represent the sub-synthetic constructs developed under the synthetic construct of ‘Sources’, which 
capture the patterns of the codes in terms of their main source area. Seven source areas were 
identified: data, knowledge, methodological, probability, semantic, innate and expert-centred.  

Data constitutes one source area, as limitations in relation to the data that is available to the expert 
decision maker [82, 83, 84] can give rise to uncertainty. In addition, limitations can exist with regards 
to the knowledge base that will form the foundation of decision-making by an individual [85, 86, 87], 
as well as due to the methods employed [88, 89, 90], such as the precision of analytical instruments, 
or how the data is stored and used. Uncertainties may also arise due to probabilities, either due to the 
difficulty of assigning probabilities to the occurrence of events in question [91, 92] or simply because 
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probabilities are unknown or unknowable [92]. Probabilities may also arise as a source of uncertainty 
relating to the precision of the probabilistic evaluations of decision makers [93, 94]. Three further 
source areas were identified, as those relating to the decision maker (e.g. quality of the individual, 
heuristics or judgment), to the semantics (e.g. conceptualisation of uncertainty) or to inherent 
uncertainties (e.g. back-casting, bounded expert knowledge). 

 

  

The model also captures two further elements of the characterisation of uncertainty: location and 
nature of uncertainty (expert and empirical spheres of influence) (See Table 3).  

There are three sub-synthetic constructs in total within the synthetic construct of ‘characterisation of 
uncertainty’: location, level and nature. The terms for these sub-synthetic constructs were taken from 
Walker et al. [78], whilst not an included paper in the review, it was referred to on numerous 
occasions by some of the included contributions [such as 95, 96, 97, 98]. It is important to note that 
the original meaning of these three terms have not been maintained throughout because certain 
patterns of concepts identified in the review fitted well under the sub-headings produced by Walker et 
al. [78], yet did not comply with the original meaning intended by Walker et al. [78].  

The locations identified shared significant similarities with the sources of uncertainty. For example, 
there were codes relating to uncertainty located in the findings [98, 99], in probabilities [100, 101] and 
the methodologies and techniques used [102, 89]. As such, these codes were analysed in conjunction 

Figure 7| Uncertainty Map [NEEDS TO BE IN COLOUR] 
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with the sources of uncertainty in developing the sub-synthetic construct of location, which would 
more efficiently organise the patterns of related concepts.  

The forensic science process model developed by Morgan [4] was used as the basis for organising 
the concepts relating to the point in the process that the uncertainty is introduced. Part of the model is 
the recognition of the different steps of the forensic science process; crime scene, analysis, 
interpretation, intelligence and evidence. In order to better capture the more general nature of 
expertise studied through this review, 3 locations were developed. The ‘crime scene’ step is 
embodied in the first location, that of ‘input’. Analysis and interpretation correspond to the location of 
‘decision-making’, while intelligence and evidence to that of ‘output’. The three locations that were 
developed were effective at representing the locations of the specific sources of uncertainty that were 
coded from the data of the included contributions, as can be seen from the ‘Uncertainty Map (Figure 
7).  

The second sub-synthetic construct was that of the level of uncertainty. Level of uncertainty refers to 
the magnitude of uncertainty. The meaning of level of uncertainty remained largely unchanged from 
that initially intended by Walker et al. [78], with the addition of three further levels of uncertainty. 
These additions were made so as to represent the entirety of the evidence collected and analysed 
from the review. As a result a spectrum of uncertainty was produced in this study ranging from 
deterministic knowledge to total ignorance (Figure 5).  Within that range, statistical uncertainty is the 
closest level to deterministic knowledge, as it refers to uncertainty that can be quantified [78]. 
Scenario uncertainty follows, indicating unquantifiable uncertainty which is nevertheless known and 
recognised [78]. Qualitative uncertainty is the uncertainty that can be expressed in qualitative terms 
and is as such subject to greater evaluation than total ignorance [96], upon which a value cannot be 
added [78]. Total ignorance marks the end of the spectrum, implying uncertainty that is so grave that 
“we do not even know that we do not know” [103, p.726].  

 

 

 

The last sub-synthetic construct represents those codes taken from some of the included 
contributions, which refer to the nature of uncertainty. Six features of the nature of uncertainty were 
identified. As can be seen in Table 3, each of these features consists of two sets of opposites. 
Similarities are shared by the opposite features on the same column. Aleatory uncertainty refers to 
variability in data, behaviour, phenomena etc. Aleatory uncertainty is also irreducible, and can also be 
described as inherent. Of these features, only ‘sphere of influences’ was captured by the ‘Uncertainty 
Map’ (Figure 7).  

 

 

Nature of Uncertainty - Features 

Irreducible (Cannot be reduced through further 
research) 

Reducible (Can be reduced through further 
research) 

Figure 8| Level of uncertainty spectrum 
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Aleatory (inherent variability in phenomena) Epistemic (Related to limitations of knowledge) 

Empirical sphere of influence (uncertainties lying 
outside the decision-making of expert) 

Sphere of influence of expert (uncertainties 
related to experts’ decision making) 

Unknown Unknowns - Black swans 
(unforeseeable or unforecastable rare events) 

Known unknowns 

Inherent Non-inherent 

Table 3| Nature of Uncertainty 

 

B. Evaluation 

Four main types of evaluative approaches were identified in the included materials: mathematical or 
statistical, graphical representations, qualitative instruments and evaluation structures (Figure 6).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mathematical/Statistical Instruments 

Table 4 presents the mathematical and statistical instruments collected from the included 
contributions. Despite their quantitative nature, each of these have disparate applications; some 
respond better to specific sources of uncertainties, while others are designed for particular purposes. 
Possibility theory, for example, focuses on the uncertainties that arise due to the imprecision of 
language and natural systems, ‘fuzzy sets’ are capable of dealing with uncertainties that arise due to 
vagueness of the data, while rough sets and Monte Carlo simulations are model oriented.  

 Figure 9| Evaluation Instruments 
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Sensitivity analysis and Bayesian theorem are two mathematical instruments that were discussed in 
the included materials in all three disciplines. Both of these seek to address specific uncertainty 
related needs. Sensitivity analysis is used to quantify those sources of uncertainty that have the 
greatest impact on the results, while Bayesian theorem is used to update a set of prior beliefs in light 
of new data or evidence.  

 

Mathematical & Statistical Evaluation Instruments 

Aggregate 
density 

forecasts 

Distance 
between 
individual 

forecast and 
perfect 
forecast 

Interval probability 
three valued logic 

Probability 
distributions for 

model parameters 

ANOVA Shannon 
Entropy 

Likelihood 
Ratio 

Root Mean 
Squared Forecast 

Errors 
Asymptomatic 

reliability 
analysis 

Evidence 
theory 

Markov Chain 
Monte Carlo Robust optimization 

Average of 
squared 

differences 

Fuzzy 
probability 

Mean and 
standard 

deviation of 
past errors 

Rough sets 

Bayes Fuzzy set 

Measure of 
disagreement 

of different 
forecasts 

Sensitivity analysis 

BKLS Fuzzy 
stochastic 

Model 
averaging Standard Deviation 

Bootstrap 
analysis 

Identifiability 
Analysis 

Monte Carlo 
simulation 

Stochastic 
optimization 

Composite 
indicators with 

uncertainty 
analysis 

Information 
Gap decision 

analysis 

Multimodel 
Analysis 

Stochastic 
simulation 

Compositional 
Fuzzy Model 

Information 
theory 

Parameter 
Estimation 

Uncertainty 
Analysis 

Contribution 
Index 

Interquartile 
range 

calculation 
Past forecast errors Uncertainty 

propagation 

Data analysis 

Interval Fuzzy 
Robust 

Dynamic 
Programming 

(IFRDP) 

Point forecast 
and density 

forecast 

Variance of Mean 
Forecast Errors 
(using General 
Autoregressive 

Conditional 
Hederoskedasticity) 

Dispersion Interval 
mathematics Possibility theory Volatility estimation 

Table 4| Mathematical or statistical evaluative instruments in alphabetical order 
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Graphical representations: 

The second sub-synthetic construct of graphical representations is the most closely connected to the 
sub-synthetic construct of mathematical or statistical instrument. The graphical representations may 
be subject to probabilistic analysis, while the Bayesian theorem found in the first sub-synthetic 
construct appears as the basis or a component of some of these graphical representations. One of 
the graphical representations under this construct are Bayesian networks. These are underpinned by 
Bayes rule and are recognised as useful tools for their ability to provide clear representations of 
different causal relationships, whether quantitatively or qualitatively. Further graphical representations 
under this sub-synthetic construct, include event trees and condition trees. Event trees present a 
sequence of events so as to provide a clear understanding of the uncertainties involved, while they 
also often appear to be subject to Bayesian analysis [104]. The last form of graphical representation is 
that of the condition tree, which is considered to be a valuable tool in identifying all sources of 
uncertainty and avoiding oversights [105].  

 

Qualitative Instruments 

The instruments discussed so far had a significant statistical or mathematical element involved. The 
sub-synthetic construct of qualitative instruments captures those instruments that had a purely 
qualitative character. These instruments appear to be more valuable when the uncertainties are not 
subject to quantification [106]. Grading/rating scale was the only qualitative instrument recognised by 
authors of the included contributions in all three disciplines. These scales require the use of 
qualitative ratings with regards to different issues relating to uncertainty; such as confidence in risk 
estimates [107], the quality of the underlying evidence or the strength of the experts’ 
recommendations. Qualitative descriptors of confidence, such as likely, very likely and so forth go 
hand in hand with rating scales [106,107].  

Qualitative terms in contrast, are more ad hoc in nature, and have been found mostly in the included 
contributions of medicine [108; 109]. Examples of these include terms such as “suggestive of” and 
“possibly”. Scenario analysis and prioritisation of uncertainty are not as conventional in evaluating 
uncertainty per se. Scenario analysis is a process through which different scenarios of outcomes are 
predicted. These scenarios can then be used as model inputs which can lead to a more tangible 
evaluation of uncertainty [98]. Similarly, prioritisation of uncertainty may not evaluate uncertainty in a 
traditional sense, but it does so by identifying and prioritising uncertainties according to the values 
and interests of stakeholders.  

 

Evaluation Structures 

The evaluation structures that were identified were either developed by academics or organisations. 
These structures exhibit significant similarities in the manner in which they evaluate uncertainty. The 
majority of these combine quantitative and qualitative metrics to evaluate uncertainty. They also use 
proxies of uncertainty, for some or even all of their metrics. Their common characteristics can be seen 
in Table 5, along with an outline of the individual properties of each structure.    

 

Structure Quantitative/ 
Qualitative 

Metrics Use of proxies Instruments 

Ebi [110] Qualitative 1. Agreement 
2. Evidence 
3. Theory 

Yes: all metrics are 
proxies of uncertainty 

Qualitative 
descriptors/scale 

IARC (as 
discussed by 
Ebi, [110]) 

Qualitative 1. Agreement 
2. Confidence 
3. Evidence 
4. Theory 

Yes: all metrics are 
proxies of uncertainty 

Qualitative 
descriptors 
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Impact Matrix 
(Environmental 
Protection 
Agency, as 
discussed by 
[111]) 

Qualitative 1. Level of 
uncertainty 
2. Level of impact 

No 3x3 matrix with 
qualitative 
descriptors. 
Vectors = 2 
metrics 

IPCC TAR 
Guidance Note 
([112], as 
discussed by 
Ebi [110]) 

Both 1. Identify most 
important factors 
and uncertainties 
2. Document ranges 
and distributions in 
the literature 
3. Determination of 
level of precision 
4. Distribution of 
values of 
outcome/event 
5. Rate and describe 
state of scientific 
knowledge informing 
values in step 4 
6. Prepare traceable 
account of how 
estimates were 
constructed 

Yes for step 5: 
type/amount of evidence 
and level of peer 
acceptance/consensus 

Quantitative or 
qualitative 
evaluations for 
value and range; 
qualitative 
descriptors for 
state of 
knowledge 

IPCC AR4 (as 
discussed by 
Mastrandrea et 
al. [113]; 
Ekwurzel et al. 
[106]) 

Both 1. Qualitative levels 
of understanding             
2. Levels of 
confidence                
3. Likelihood 
(probabilities) 

Yes for qualitative levels 
of understanding:                           
Amount of evidence and 
agreement between 
expert decision makers  

Qualitative 
descriptors/scale 
& probabilities 

IPCC AR5 (as 
discussed by 
Jones [114]; 
Mastrandrea et 
al. [113]; Ebi 
[110]; Mach et 
al. [115]; 
Helgeson et al. 
[116]) 

Both 1. Confidence scale                  
2. Likelihood scale 

Yes for confidence scale: 
Underpinned by evidence 
strength (amount, type, 
consistency and quality) 
and agreement of lines of 
evidence 

Qualitative 
descriptors/scale 
& probabilities 

Mach & Field 
[117] 

Both 1. Underlying 
evidence and 
agreement 
2. Scientific 
Knowledge 
3. Likelihood of the 
outcomes of interest 
 

Yes: All metrics are 
proxies of uncertainty 

Model to capture 
overall structure; 
qualitative 
descriptors for 
second metric; 
subjective 
probabilistic 
evaluations for 
third metric with 
corresponding 
verbal scale 

Node & Arrow 
(Chen et al., 
[118] 

Both 1. Identification of 
causes of 
uncertainty 
2. Confidence of 
expert in each of the 
causes (nodes) 

No Confidence 
intervals; visual 
node and arrow 
diagram 

Radar & Kite 
Diagram (van 

Both 1. Theory 
2. Method 
3. Validation 

Yes: all metrics are 
proxies of uncertainty 

Numerical 
evaluations; 
confidence in 
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der Sluijs et al. 
[53]) 

4. Value laden 
5. Proxy  
6. Empirical  

evaluations; 
visual diagram 
representing 
confidence in 
numerical 
evaluation of 
each metric. 

NUSAP 
(Funtowicz & 
Ravetz [119] as 
discussed by 
Curry [103]) 

Both 1. Numerical  
2. Unit 
3. Spread 
4. Assessment 
5. Pedigree 
(qualitative) 

Yes for pedigree: quality 
and pedigree of 
underlying data and 
methods. 

Confidence 
intervals, error 
rate, variance for 
third metric; 
qualitative 
grading scale for 
fifth metric. 

OBR EFO, 
March [103] 

Qualitative Total uncertainty 
rating 

Yes:  
1. Data uncertainty 
2. Modelling Uncertainty 
3. Behavioural 
Uncertainty 

Qualitative 
descriptors/scale 

Reiner [120] Both Characterise source 
of uncertainty in 
medical reporting 
and create end-user 
specific uncertainty 
profiles 

Yes: 24 variables 
impacting the user-
specific uncertainty profile  

6 questions and 
24 provider 
(physician) 
profile variables  

Table 5| Evaluation structures 

  

B. Communication 

Seven dimensions to the communication of uncertainty were identified. These seven dimensions were 
captured through the sub-synthetic constructs of format, instruments and terms, form of language, 
framing, medium of communication, content and desirable characteristics (Figure 7). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10| Communication of Uncertainty dimensions 
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A complete breakdown of the elements that are encompassed under each of these sub-synthetic 
constructs are presented in Table 6. With regards to the format of communication, the empirical 
evidence has indicated that even though numerical representations are preferred by participants [121; 
122], the communication of uncertainty in numerical and verbal forms has been found to be more 
effective [122]. Among the four forms of language that were identified, natural language was the least 
recommended by academics, due to its vague and imprecise nature [123]. The use of narrative 
language or ‘the power to tell stories’ [124, p.317] has been argued to be particularly useful in 
conveying uncertainty due to its ability to bridge the gaps between expertise and non-expertise [125]. 
Using a translatory discourse has also been recommended as a method for balancing the inequality 
of arms between expert and lay-stakeholder decision makers, and ensuring that the assumptions on 
how the results should be interpreted and applied are consistent between the experts and lay-
stakeholders [126]. The manner in which the uncertainty information is framed has been suggested to 
be equally important as the form and format of language [127]. The full list of framing techniques 
discussed by the included contributions are presented in Table 6.  

Among the instruments and terms used to convey uncertainty, two of these were identified in the 
materials of all three disciplines: confidence intervals and sensitivity analysis. Confidence intervals 
have been noted as more suitable to audiences that are numerate [128], while sensitivity analysis is 
considered best when there is a need to show that the variation in the input can cause output 
uncertainty [111]. Empirical research casting light on the effectiveness of communication instruments 
and terms, include those by Budescu et al. [122], Milne et al. [128], Gibson et al. [129] and Han et al. 
[130]. According to these empirical studies, verbal presentation of frequencies was found to achieve 
greater consistency of understandings among participants, rather than verbal representations of 
probabilities [122]. Box-plots and shaded arrays are preferred by participants who work in the 
government and policy, while histograms were found to be the most confusing graphical 
representation [128]. Histograms were also found to decrease the odds of correctly reporting 
probability of harm, similarly to summaries, while stacked bar graphs doubled the odds of doing so 
[129]. Colour coding of tables was found not be of assistance in enhancing the understanding of a lay-
audience [128]. In addition, the use of blurred/solid edges confidence interval bar graphs alongside 
texts did not have any impact on worry, perception of risk or perceived credibility of the information, in 
comparison to the perceptions of the participants who were exposed to the textual information only 
[130].  

A range of content features to be disclosed when communicating uncertainty, as well as additional 
desirable characteristics for the overall communication were also elicited from the included 
contributions. The details of these can be found in Table 6. 
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Table 6| (Set of tables) The seven dimensions of communicating uncertainty with their underlying codes 
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D. Efficacy of Conceptualisation, Evaluation and Communication of uncertainty: 

A number of obstacles and benefits were further identified through this review (figure 11). The 
obstacles were subdivided into 5 sub-synthetic constructs, broadly capturing three different types of 
obstacles: affective responses, (e.g. denial, decision paralysis, worry and concern), cognitive 
responses (e.g. lack of understanding of statistics, confusion and misunderstanding), as well as 
empirical issues. The first two types of obstalces related to the experience of both expert and lay 
decision-makers, even though the specific obstacles that each set of actors would have to overcome 
differed. The third type of obstacles are more empirical in nature and often more innate and perhaps 
harder to overcome. These include: questions that are unanswerable, the diversity of audiences, as 
well as inherent uncertainties associated with the nature of language and the process of heuristics.  

However, if obstacles can be overcome or at least mitigated, a great number potential benefits can 
arise both for expert and the lay decision-makers. Some of the benefits that were identified were 
directly related to the the expert decision-maker, others were linked to the lay decision-makers, while 
a third sub-synthetic construct captured those benefits experienced by both.  Some of the benefits 
include: strenghtening the respect and trust between expert and lay-audiences, the empowerent of lay 
decision-makers and their encouragement to engage in public debates, as well as enhanced humility 
and avoidance of errors. The details of the obstacles and benefits are captured in Figure 11.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 11| Obstacles and Benefits of Uncertainty Conceptualisation, Evaluation & Communication 
[NEEDS TO BE IN COLOUR] 



24 
 

  4. Discussion 

4.1 Summary of findings 

The aim of this study was to identify the conceptual, evaluative and communicative tools that are 
utilised in the disciplines of medicine, environmental science and economics for addressing 
uncertainty. Three hundred and fourty-five codes were produced which constituted bit-size information 
addressing some aspect of the research question. Sub-synthetic and synthetic constructs captured 
common patterns in these codes. The majority of these constructs were further organised under the 
three main themes to which they contributed – conceptualisation, evaluation, communication. 

Conceptualisation of uncertainty revolved around two main synthetic constructs – sources and 
characterisation, while the evaluative instruments identified were organised in the sub-synthetic 
constructs of qualitative approaches, evaluation structures, graphical representations and 
mathematical or statistical instruments. The sub-synthetic constructs that were developed to organise 
the body of knowledge on the communication of uncertainty included, the format of communication 
(e.g. verbal, visual, etc.), the instruments and terms used (e.g. confidence terms), the form of 
language (e.g. narrative), the manner in which the information is framed (e.g. hedging, contrasting), 
the medium of communication (e.g. videos, interactive media), the content of communication (e.g. 
research gaps, rationale) and lastly a set of desirable characteristics (e.g. clear and succinct 
communication). An additional theme was identified, underpinning all three main themes, concerned 
with the efficacy of the conceptualisation, evaluation and communication of uncertainty. This theme 
encompassed as its synthetic constructs the obstacles that would need to be overcome, as well as 
the benefits that can be gained from evaluating and communicating uncertainty. 

 

4.2 Disciplines and their uncertainty: 

Each discipline provided a different perspective on how uncertainty arises, how it is experienced by its 
expert decision makers, as well as the approaches that are utilised to evaluate and communicate it to 
its stakeholders. Uncertainty was reported to exist at every aspect of the decision-making process of 
doctors [131, 132, 133], whether that is relating to diagnosis [133], end of life care [134] or treatment 
selection [135]. Authors in medicine have highlighted the difficulties of conceptualising and defining 
uncertainty, as well as the absence of a coherent framework for its measurement [133,136]. Hence, 
the majority of the evaluative instruments identified from the materials of medicine belong 
predominantly to the synthetic construct of qualitative instruments. Challenges regarding the 
communication of uncertainty are also highlighted in medicine, due to the diversity of values and 
characteristics among the plethora of physicians and patients that interact on a daily basis. The legal 
principle of informed consent was seen to underpin a lot of the discussions in medicine regarding the 
communication of uncertainty. A legal and ethical responsibility is placed on physicians to step away 
from a paternalistic approach and enhance the agency of their patient and the ability of the patient to 
reach an informed decision regarding their health [93,137].  

Uncertainties are also inherent and pervasive in environmental science [122,124], as is evident from a 
consideration of the IPCC assessment reports. The uncertainty frameworks developed and revised as 
part of the IPCC’s annual reports indicate that scientific uncertainty associated with climate change 
projections and assessments is worthy of international attention. The greater attention that has been 
drawn to the issue of scientific uncertainty in environmental science may be the reason behind the 
apparent less severe struggles within environmental science to evaluate uncertainty, in comparison to 
medicine. A greater variety of approaches were identified in the included contributions in this study 
from environmental science, spanning across the four evaluative synthetic constructs. A significant 
amount of information was also drawn from the included contributions of environmental science with 
regards to the seven dimensions of communicating uncertainty. Communication of uncertainty in 
environmental science does not serve the purpose of informed consent per se, as in medicine, but it 
rather intends to assist its lay stakeholders with reaching informed decisions [138] and engaging in 
public debates [139].  
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The included materials from the discipline of economics exhibited a predominant concern with the 
evaluation of uncertainty, and more specifically its quantification. This does not come as a surprise, 
given that the strategy to manage uncertainty in economics has been one of “tam[ing] and 
domesticat[ing]” it [140, p. 195].  The central role played by quantification in the discipline of 
economics may be considered at odds with the fact that one of the leading definitions for uncertainty 
originates in the discipline of economics, where uncertainty is distinct from risk on the basis of its non-
quantifiable nature [141], with this definition being observed in the included contributions of all three 
disciplines considered in this study. Nevertheless, evaluations of uncertainty featured heavily in the 
included contributions, particularly model-based ones. The role of expert decision making heuristics in 
the constructions of these models and thus in the existence of uncertainty was also highlighted by a 
number of published research papers, as well as domestic and international financial organisations 
[142; 143; 144; 145].  

Uncertainty is a phenomenon that is inherently polytopical. It transgresses disciplinary boundaries and 
a multitude of perspectives have been voiced over the years with regards to its conceptualisation, 
evaluation and communication. Despite the diversity in the experiences of uncertainty between 
disciplines and even within disciplines, two transcendent themes that capture the essence of 
uncertainty were identified. First, the innate and inescapable existence of uncertainty in nearly all 
scientific endeavours.  Uncertainty was often conceptualised as a form of deficiency or 
incompleteness. Fisher & Ridley [134] highlight the impossibility of achieving complete certainty, 
Domen [146] notes the incompleteness of scientific knowledge, while Martinez [131] makes 
references to philosophers who argued against the existence of deterministic knowledge and 
objective truth. Second, the open acknowledgment and recognition of uncertainty. Openly recognising 
uncertainty was advocated by a number of authors [121,147,85,100,134,148,95,139,149,132,150, 
151] as a prerequisite for the effective treatment and management of uncertainty [117, 132]. This 
concept of openness seems to be in line with the current trends which have seen scientific uncertainty 
acknowledgement being on the rise [152], as well as with the open science movement, encouraging 
greater participation by the public in scientific matters [153]. 

 

4.3 This study and forensic science: Three toolkits 

The objective of this interdisciplinary configurative review was to identify and synthesise the 
approaches and evidence that are currently in place when conceptualising, evaluating and 
communicating uncertainty in the neighbouring disciplines of medicine, environmental science and 
economics. The result was the development of three toolkits to assist and guide with each of these 
three aspects of uncertainty management.  

 

Conceptualisation toolkit:   

Speaking of uncertainty in explicit terms [2] and presenting it to the decision-makers [154] has been 
highlighted on several occasions. This, however, cannot be achieved unless a coherent, organised 
framework is in place that will provide the requisite vocabulary that will enable open communication 
and discussion of uncertainty. 

The conceptual framework developed as part of this study has provided the requisite vocabulary to 
transpose some of the existing concepts to the discipline of forensic science. For example, even 
though Taroni & Biedermann [2] and Jackson et al. [32] refer to the uncertainty tied to the examination 
of past events, in the discipline of environmental science, the term ‘back-casting’ was identified [139], 
which can provide a more precise and solid term to the phenomenon described by the authors in 
forensic science. The lack of empirical research to support the findings and conclusions reached by 
expert decision makers was also discussed as a potential source of uncertainty by scholars in 
forensic science [23, 24, 25, 26, 16] (see section 2.2). The conceptual framework identified the 
appropriate term to describe this source; namely weak scientific basis as part of the sub-synthetic 
construct of knowledge uncertainties. The sub-synthetic construct of data uncertainties can also 
encompass – once applied to forensic science – the uncertainties that have as their source the 
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incomplete and missing data which have been argued to be pervasive in forensic science [2], as well 
as the absence of data in relation to the frequency of concurring features experienced in some 
forensic sub-disciplines [25].  

The map of uncertainty (Figure 3) is not only helpful in highlighting and mapping those sources of 
uncertainty that have already been discussed explicitly or implicitly in forensic science, but it may also 
draw further attention to sources of uncertainty that have not been identified or discussed yet by 
academics or practitioners in the field. Semantic sources of uncertainty are significant examples of 
these. The manner in which uncertainty is conceptualised and understood both personally by the 
forensic examiner, and collectively through the social institutions that develop and reinforce the 
disciplinary structural understandings of the concept have not been part of the discussions of 
uncertainty in forensic science. Yet, the absence of the plurality of perspectives that may exist with 
regards to the understanding what is meant by uncertainty is in itself a source of uncertainty that 
should not be overlooked.  

 

Evaluation toolkit: 

Perhaps the greatest benefit of the evaluation toolkit for forensic science has been its departure from 
placing the Bayesian theory at the core of the uncertainty evaluation discussion. The identification of a 
plethora of instruments ranging from fully quantitative to purely qualitative, demonstrated the 
complexity and multifaceted nature of uncertainty, which is not amenable to evaluation through a 
singular ‘one-size fits all’ approach. Equally important has been the recognition of the highly 
interwoven elements of conceptualisation and evaluation. Gaining an understanding of the 
uncertainties involved in the decision-making and final conclusions of expert decision makers is a 
necessary precondition to the initiation of a process of evaluating these uncertainties and 
communicating them to the relevant stakeholders [154,150]. 

When it comes to forensic science, it will be necessary to identify the predominant sources and 
characteristics of uncertainty that are of most interest to expert decision makers and stakeholders, 
before being able to determine which uncertainties are subject to quantification, which should be 
evaluated on a purely qualitative basis (when they are not subject to quantification) and which would 
benefit from a structure of instruments to capture their complexities. Factors such as the ability of 
expert decision makers to carry out statistical or mathematical uncertainty analyses, as well as the 
feasibility of cooperating with experts in the fields of statistics and mathematics will have to be taken 
into account prior to deciding on the best approach. The evaluation and communication of uncertainty 
are also resource and commitment intensive [155], therefore developing a simple and standardized 
framework is crucial. 

Given the multiplicity of fields encompassed under the discipline of forensic science, as well as the 
diversity of sources and characteristics of uncertainty that exist, an evaluative framework which 
combines quantitative and qualitative elements may be the best approach towards achieving a more 
holistic evaluation of uncertainty in forensic science [52]. The evaluation toolkit comes as particularly 
valuable in the pursuit of a holistic and nuanced evaluation of uncertainty in forensic science, due to 
the large number of approaches that have been identified. The identified evaluative approaches are 
not only plentiful, but are also diverse in terms of their forms and applications; some are mathematical 
or statistical, while others use qualitative scales to assess factors such as the underlying evidence or 
the agreement of expert decision makers, as proxies to assessing uncertainty when uncertainty is not 
subject to [103, 111].   

Communication toolkit: 

The benefits of the communication toolkit for forensic science are similar to the benefits identified 
above in relation to the evaluation of uncertainty. A number of the synthetic and sub-synthetic 
constructs that were developed to organise and represent the patterns regarding the communication 
of uncertainty have not yet been discussed in the forensic science literature. The forensic science 
literature emphasises heavily on the use of probabilities to convey the findings of expert decision 
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makers [57; 58], the use of the likelihood ratio [55; 156] as well as conveying uncertainty through 
verbal scales [51,157].  

The literature on the communication of uncertainty as discerned from the disciplines of medicine, 
environmental science and economics constituted a much more fertile ground from which insights and 
ideas were drawn. Seven dimensions to be considered when communicating uncertainty where 
identified, while a wide range of instruments to convey such information were identified; spanning 
from pictographs and fan charts, to scatter plots and blurry edge confidence interval bar graphs. A 
number of empirical studies testing various dimensions of the communication of uncertainty and their 
efficacy were also discovered, which could provide inspiration for similar experiments to take place in 
the context of forensic science and the legal system. Examples include the study by Budescu et al. 
[122] which examined the influence of different presentation methods on the motivated interpretation 
of participants.  

 

5. Conclusion 

“Generalizable and holistic approaches” to addressing uncertainty have yet to be developed in the 
discipline of forensic science [1]. Yet, a myriad of approaches to conceptualise, evaluate and 
communicate scientific uncertainty exist in the total body of knowledge on the topic of uncertainty. 
This study has identified and mapped out the most prominent conceptualisation, evaluation and 
communication tools in disciplines neighbouring with forensic science, which can be used as a guide 
by all stakeholders involved in criminal trials. The three toolkits may be a useful starting point for 
forensic scientists who are interested in developing approaches for increasing the transparency of 
their testimonies or reducing the uncertainties in their decision-making. The conceptualisation toolkit 
more specifically may also be important to judges and lawyers, as it explicitly highlights the existence 
of uncertainties, and may assist them in identifying areas in the decision-making of experts that could 
be subject to greater scrutiny during trial.   

Characterising, evaluating and communicating uncertainty are challenging tasks [133, 136]. However, 
even when the acknowledgement of uncertainty does not consist of a formal identification and 
evaluation of its nuanced features, the toolkits are still an important first step towards enhancing 
transparency in the reporting and presentation of forensic evidence in a way that is clear about what 
is known, can be known and what is not known or can not be known. The toolkits produced by this 
study can raise stakeholder awareness around the limitations of forensic science [146] and offer a 
starting point for developing the common language necessary for more creative discussions on how 
uncertainty can best be communicated to take place. 

 

 

 

 

 

 

 

 

 

 

 

 



28 
 

 

References: 

 

[1] R. Morgan, H. Earwaker, S. Nakhaeizadeh, A.J.L. Harris, C. Rando, I.E. Dror, R. In, A. 
Wortley, N. Sidebottom, Interpretation of forensic science evidence at every step of the 
forensic science process., in: R. Wortley, A. Sidebottom, N. Tilley, G. Laycock (Eds.), 
Routledge Handb. Crime Sci., 2018: pp. 408-420 SRC-BaiduScholar FG-0. 

[2] A. Taroni, F., & Biedermann, Uncertainty in forensic science: experts, probabilities and Bayes’ 
theorem., Ital. J. Appl. Stat. 27 (2015). 

[3] K. Popper, The logic of scientific discovery., (1961). 

[4] R.M. Morgan, Conceptualising forensic science and forensic reconstruction. Part I: A 
conceptual model, Sci. Justice. 57 (2017) 455–459. 

[5] C. Roux, F. Crispino, O. Ribaux, From forensics to forensic science., Curr. Issues Crim. 
Justice. 24 (2012) 7–24. 

[6] A.Y. Wonder, Blood dynamics., 2001. 

[7] E. Kruger, Visualizing Uncertainty: Anomalous Images in Science and Law, Interdiscip. Sci. 
Rev. 37 (2012) 19–35. 

[8] R.A.H. van Oorschot, B. Szkuta, G.E. Meakin, B. Kokshoorn, M. Goray, DNA transfer in 
forensic science: a review, Forensic Sci. Int. Genet. 38 (2019) 140–166. 

[9] W.J. Chisum, B.E. Turvey, Crime reconstruction., 2011. 

[10] M.A. Almazrouei, I.E. Dror, R.M. Morgan, The forensic disclosure model: What should be 
disclosed to, and by, forensic experts?, Int. J. Law, Crime Justice. (2019). 
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&DbFrom=pubmed&Cmd=Link&LinkNam
e=pubmed_pubmed&LinkReadableName=Related 
Articles&IdsFromResult=30911765&ordinalpos=3&itool=EntrezSystem2.PEntrez.Pubmed.Pub
med_ResultsPanel.Pubmed_RVDocSum. 

[11] I.E. Dror, G. Hampikian, Subjectivity and bias in forensic DNA mixture interpretation, Sci. 
Justice. (2011). 
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&DbFrom=pubmed&Cmd=Link&LinkNam
e=pubmed_pubmed&LinkReadableName=Related 
Articles&IdsFromResult=22137054&ordinalpos=3&itool=EntrezSystem2.PEntrez.Pubmed.Pub
med_ResultsPanel.Pubmed_RVDocSum. 

[12] I.E. Dror, Biases in forensic experts., Science (80-. ). (2018). 

[13] A.E. Dror, I. E., Charlton, D., & Péron, Contextual information renders experts vulnerable to 
making erroneous identifications., Forensic Sci. Int. 156 (2006) 74–78. 

[14] S. Nakhaeizadeh, I.E. Dror, R.M. Morgan, Cognitive bias in forensic anthropology: visual 
assessment of skeletal remains is susceptible to confirmation bias., Sci.  Justice. 54 (2014) 
208–214. 

[15] S. Nakhaeizadeh, R.M. Morgan, V. Olsson, M. Arvidsson, T. Thompson, The value of eye-
tracking technology in the analysis and interpretations of skeletal remains: A pilot study., Sci.  
Justice. (2019). 

[16] D. Washington, National Academy of Science ., Strength. Forensic Sci. United States a Path 
Forw. C Natl. Acad. Press. (2009). 

[17] Forensic Science Regulator (FSR). . Guidance., (2014). 

[18] & S.E. Walport, M., Craig, C., Forensic science and beyond: authenticity, provenance and 
assurance, 2018. 



29 
 

[19] Forensic Science Regulator (FSR). . Annual Report: November -November ., (2017). 

[20] G. Edmond, E. Cunliffe, K. Martire, M.S. Roque, FORENSIC SCIENCE EVIDENCE AND THE 
LIMITS OF CROSS-EXAMINATION., 64. (2019). 

[21] Honorary H.T. Edwards, Ten Years After the National Academy of Sciences’ Landmark Report 
on Strengthening Forensic Science in the United States: Forward-Where are We? 16. Atlanta, 
Georgia., (2019). 

[22] H. Earwaker, S. Nakhaeizadeh, N.M. Smit, R.M. Morgan, A cultural change to enable 
improved decision-making in forensic science: A six phased approach., Sci.  Justice 
Httpsdoiorg101016jscijus08006. (2019). 

[23] P.C. Giannelli, Wrongful Convictions and Forensic Science: The Need to Regulate Crime 
Labs., North Carol. Law Rev. 86 (2006). 

[24] M.J. Saks, J.J. Koehler, The coming paradigm shift in forensic identification science, Science 
(80-. ). 309 (2005). 
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&DbFrom=pubmed&Cmd=Link&LinkNam
e=pubmed_pubmed&LinkReadableName=Related 
Articles&IdsFromResult=16081727&ordinalpos=3&itool=EntrezSystem2.PEntrez.Pubmed.Pub
med_ResultsPanel.Pubmed_RVDocSum. 

[25] E. Murphy, The new forensics: Criminal justice, false certainty, and the second generation of 
scientific evidence., Calif L Rev  721. 95 SRC- (2007). 

[26] M.J. Saks, J.J. Koehler, The individualization fallacy in forensic science evidence., Vand L Rev  
199. 61 SRC- (2008). 

[27] House of Lords, Forensic science and the criminal justice system a blueprint for change, 2019. 

[28] J.L. Mnookin, Fingerprints: Not a gold standard., Issues Sci. Technol.  47. 20 (2003). 

[29] S.L. Zabell, Fingerprint evidence., JL  Poly  143. 13 SRC- (2005). 

[30] R.M. Morgan, Conceptualising forensic science and forensic reconstruction. Part II: The critical 
interaction between research, policy/law and practice, Sci. Justice. 57 (2017) 460–467. 

[31] G. Found, B., & Edmond, Reporting on the comparison and interpretation of pattern evidence: 
recommendations for forensic specialists., Aust. J. Forensic Sci. 44 (2012). 

[32] I.W. Jackson, G., Jones, S., Booth, G., Champod, C., & Evett, The nature of forensic science 
opinion-a possible framework to guide thinking and practice in investigations and in court 
proceedings, Sci. Justice J. Forensic Sci. Soc. 46 (2006). 

[33] I.E. Dror, Cognitive forensics and experimental research about bias in forensic casework., Sci.  
Justice   Httpsdoiorg101016jscijus03006. 52 (2012) 128–130. 

[34] W.C. Thompson, Beyond bad apples: Analyzing the role of forensic science in wrongful 
convictions., Southwest. Univ. Law Rev. 37 SRC- (2009) 971–994. 

[35] C. Roux, B. Talbot-Wright, J. Robertson, F. Crispino, O. Ribaux, B. Society, The end of the 
(forensic science) world as we know it? The example of trace evidence: Figure 1., Philos. 
Trans. R.  Biol. Sci.  0260 Httpsdoiorg101098rstb0260. 370 (2014). 

[36] J.J. Koehler, Fingerprint Error Rates and Proficiency Tests: What They Are and Why They 
Matter., Hast. Law J.  1077. 59 SRC- (2008). 

[37] K.B. Morris, R. Fitzsimmons, Error Rates in Forensic Science., J. Forensic Identif.  157. 58 
(2008). 

[38] A.M. Christensen, C.M. Crowder, S.D. Ousley, M.M. Houck, Error and its Meaning in Forensic 
Science., J. Forensic Sci.   Httpsdoiorg1011111556402912275. 59 (2014) 123–126. 

[39] Cole Simon A, More than Zero: Acounting for Error in Latent Fingerprint Identification,  95., J. 
Crim. L. Criminol. 95 (2005). 



30 
 

[40] G. Marczyk, D. DeMatteo, D. Festinger, Essentials of research design and methodology., John 
Wiley  Sons Inc. (2005). 

[41] C. McCartney, Forensic identification and criminal justice: forensic science, justice, and risk., 
Br. J. Criminol. (2008) 424-427 SRC-BaiduScholar FG-0. 

[42] H. T.R., Scientific Validity And Error Rates: A Short Response To The PCAST Repor, 
Fordham L. Rev. Online. 86 (2018). 

[43] J. Wilson, L. E., Gahan, M. E., Lennard, C., Robertson, Developing a strategic forensic 
science risk management system as a component of the forensic science system of systems., 
Aust. J. Forensic Sci. (2018). 

[44] R.M. Morgan, Forensic science needs both the ‘hedgehog’ and the ‘fox.,’ Forensic Sci. Int. 292 
DOI- (2018) e10–e12. 

[45] R. Lipshitz, O. Strauss, Coping with Uncertainty: Decision-Making Analysis., Organ. Behav. 
Hum. Decis. Process.   Httpsdoiorg101006obhd2679. 69 (1997) 149–163. 

[46] N. Pidgeon, R.E. Kasperson, P. Slovic, N. In, R.E. Pidgeon, Introduction. Kasperson, & P. 
Slovic (Eds.), The Social Amplification of Risk (pp. ). Cambridge: Cambridge University Press., 
2003. 

[47] G. Bammer, M. Smithson, R. Attewell, The Nature of Uncertainty’, in G., 2012. 

[48] A. Krupnick, R. Morgenstern, M. Batz, P. Nelson, D. Burtraw, J. Shih, M. McWilliams, S., & Not 
a Sure Thing: Making Regulatory Choices under Uncertainty, 239., (2006). 

[49] M. Smithson, Ignorance and uncertainty: emerging paradigms., US: Springer-Verlag 
Publishing, New York, NY, 1989. 

[50] G. Klir, Uncertainty theories, measures, and principles: an overview of personal views and 
contributions., Math. Res. 99 SRC- (1997) 27–43. 

[51] C.E.H. Berger, J. Buckleton, C. Champod, I.W. Evett, G. Jackson, Expressing evaluative 
opinions: A position statement, 4., (2011). 

[52] R. Flage, T. Aven, E. Zio, P. Baraldi, Concerns, challenges, and directions of development for 
the issue of representing uncertainty in risk assessment., Risk Anal. 34 (2014) 1196–1207. 

[53] J.P. van der Sluijs, M. Craye, S. Funtowicz, P. Kloprogge, J. Ravetz, J. Risbey, Combining 
Quantitative and Qualitative Measures of Uncertainty in Model-Based Environmental 
Assessment: The NUSAP System, Risk Anal. 25 (2005) 481–492. 
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&DbFrom=pubmed&Cmd=Link&LinkNam
e=pubmed_pubmed&LinkReadableName=Related 
Articles&IdsFromResult=15876219&ordinalpos=3&itool=EntrezSystem2.PEntrez.Pubmed.Pub
med_ResultsPanel.Pubmed_RVDocSum. 

[54] H. Spiegelhalter, David J., Riesch, Don’t know, can’t know: embracing deeper uncertainties 
when analysing risks, . . Philos. Trans. Math. Phys. Eng. Sci. 369 (2011). 

[55] A. Ligertwood, G. Edmond, Expressing evaluative forensic science opinions in a court of law., 
Law Probab. Risk   Httpsdoiorg101093lprmgs016. 11 (2012) 289–302. 

[56] M. Redmayne, Expert evidence and criminal justice., 2001. 

[57] W.C. Thompson, E.L. Schumann, Interpretation of statistical evidence in criminal trials., Law 
Hum. Behav. 11 (1987) 167–187. 

[58] J.J. Koehler, When do courts think base rates statistics are relevant, J. Jurimetrics. 42 (2001). 

[59] D. Dixon-Woods, Mary, Cavers, S. Agarwal, E. Annandale, A. Arthur, J. Harvey, A.J. Sutton, 
Conducting a critical interpretive synthesis of the literature on access to healthcare by 
vulnerable groups., Res. Methodol. Httpsdoiorg101186635. 6 (2006) 1471–2288. 

[60] J. Heaton, A. Corden, G. Parker, Continuity of care’: a critical interpretive synthesis of how the 



31 
 

concept was elaborated by a national research programme., Int. J. Integr. Care  
Httpsdoiorg105334ijic794. 12 (2012). 

[61] S. Perski, O., Blandford, A., West, R., & Michie, Conceptualising engagement with digital 
behaviour change interventions: a systematic review using principles from critical interpretive 
synthesis., Transl. Behav. Med. 7 (2017). 

[62] L.G. Morrison, L. Yardley, J. Powell, S. Michie, What Design Features Are Used in Effective e-
Health Interventions? Using Techniques from Critical Interpretive Synthesis., Telemed. 
EHealth   Httpsdoiorg101089tmj0062. 18 (2011) 137–144. 

[63] M. Miller, V.B. Mansilla, Thinking across perspectives and disciplines, Boston, MA Harvard 
Grad. Sch. Educ. (2004). 

[64] J.R. Ravetz, What is post-normal science, Futur. J. Forecast. Plan. Policy. 31 (1999). 

[65] S. Funtowicz, J. Ravetz, Post-normal science, . . Int. Soc. Ecol. Econ. (ISEE). 86 SRC- (2003). 

[66] B. Glaser, A. Strauss, Grounded theory: The discovery of grounded theory., Sociol. J. Br. 
Sociol. Assoc. 12 (1967) 27–49. 

[67] K.A. Moat, J.N. Lavis, J. Abelson, How Contexts and Issues Influence the Use of Policy-
Relevant Research Syntheses: Interpretive Synthesis: Influences on the Use of Policy-
Relevant Research Syntheses., Milbank Q. 91 (2013) 604–648. 

[68] D. Gough, J. Thomas, S. Oliver, Clarifying differences between review designs and methods., 
Syst. Rev.  Httpsdoiorg101186128. 1 (2012) 2046–4053. 

[69] T. Greenhalgh, G. Robert, P. Bate, F. Macfarlane, O. Kyriakidou, Method, in: Diffus. Innov. 
Heal. Serv. Organ., 2005. 

[70] K. Sidebottom, A., Thornton, A., Tompson, L., Belur, J., Tilley, N., Bowers, A systematic review 
of tagging as a method to reduce theft in retail environments, Crime Sci. 6 (2017). 

[71] Y. Dundar, N. Fleeman, U.K. London, Developing my search strategy and applying inclusion 
criteria., Doing a Syst. Rev. a Students Guid.  SAGE. (2014) 0–35. 

[72] R. McGovern, D. Harmon, Patient response to physician expressions of uncertainty: a 
systematic review, Irish J. Med. Sci. 186 (2017) 1061–1065. 

[73] K. Flemming, Synthesis of quantitative and qualitative research: an example using Critical 
Interpretive Synthesis, J. Adv. Nurs. 66 (2010) 201–217. 

[74] M. Campbell, M. Egan, T. Lorenc, L. Bond, F. Popham, C. Fenton, M. Benzeval, Considering 
methodological options for reviews of theory: illustrated by a review of theories linking income 
and health., Retrieved from 
Httpssystematicreviewsjournalbiomedcentralcomarticles1011863114. (2014) 2046-4053 DOI-
Campbell, M., Egan, M., Lorenc, T. 

[75] K.A. Ginis, M.B. Evans, W.B. Mortenson, L. Noreau, Martin    & Broadening the 
Conceptualization of Participation of Persons With Physical Disabilities: Review and 
Recommendations., Arch. Phys. Med. Rehabil.   Httpsdoiorg101016japmr04017. 98 (2016) 
395–402. 

[76] V. Braun, V. Clarke, Using thematic analysis in psychology., Qual. Res. Psychol. 3 (2006) 77–
101. 

[77] M. Maguire, B. Delahunt, Doing a Thematic Analysis:  Step-by-Step Guide for Learning and 
Teaching Scholars., 14. 8 (2017). 

[78] E.A. Walker, C.K. Mertz, M.R. Kalten, J. Flynn, The Myth of Science as a Neutral Arbiter for 
Triggering Precautions, BC Int’l Comp. L. Rev. 26 (2003). 
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&DbFrom=pubmed&Cmd=Link&LinkNam
e=pubmed_pubmed&LinkReadableName=Related 
Articles&IdsFromResult=12941716&ordinalpos=3&itool=EntrezSystem2.PEntrez.Pubmed.Pub
med_ResultsPanel.Pubmed_RVDocSum. 



32 
 

[79] H. Ahmadi, M. Gholamzadeh, L. Shahmoradi, M. Nilashi, P. Rashvand, Diseases diagnosis 
using fuzzy logic methods: A systematic and meta-analysis review, Comput. Methods 
Programs Biomed. 161 (2018) 145–172. https://doi.org/10.1016/j.cmpb.2018.04.013. 

[80] R. Alam, S. Cheraghi-Sohi, M. Panagioti, A. Esmail, S. Campbell, E. Panagopoulou, Managing 
diagnostic uncertainty in primary care: a systematic critical review, BMC Fam. Pract. 18 
(2017). https://doi.org/10.1186/s12875-017-0650-0. 

[81] V. Bhise, A.N.D. Meyer, S. Menon, G. Singhal, R.L. Street, T.D. Giardina, H. Singh, Patient 
perspectives on how physicians communicate diagnostic uncertainty: An experimental vignette 
study†, Int. J. Qual. Heal. Care. 30 (2018) 2–8. https://doi.org/10.1093/intqhc/mzx170. 

[82] F. Alby, C. Zucchermaglio, M. Fatigante, Communicating Uncertain News in Cancer 
Consultations, J. Cancer Educ. 32 (2017) 858–864. https://doi.org/10.1007/s13187-016-1070-
x. 

[83] U. Cubasch, D. Wuebbles, D. Chen, M.C. Facchini, D. Frame, N. Mahowald, J.G. Winther, 
Introduction. In: Climate Change 2013: The Physical Science Basis. Contribution of Working 
Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change, in: 
V.B. and P.M.M. Stocker, T.F., D. Qin, G.K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A. 
Nauels, Y. Xia (Ed.), Cambridge University Press, Cambridge, UK and New York, NY, USA, 
2013. 

[84] A. Damodaran, Living with Noise: Valuation in the Face of Uncertainty, CFA Inst. Conf. Proc. 
Q. 30 (2013) 22–36. https://doi.org/10.2469/cp.v30.n4.2. 

[85] S.M. Cristancho, T. Apramian, M. Vanstone, L. Lingard, M. Ott, R.J. Novick, Understanding 
Clinical Uncertainty: What Is Going on When Experienced Surgeons Are Not Sure What to 
Do?, Acad. Med. 88 (2013) 1516–1521. https://doi.org/10.1097/ACM.0b013e3182a3116f. 

[86] N.I. Thomsen, P.J. Binning, U.S. McKnight, N. Tuxen, P.L. Bjerg, M. Troldborg, A, A bayesian 
belief network approach for assessing uncertainty in conceptual site models at contaminated 
sites, J. Contam. Hydrol. 188 DOI- (2016) 12–28. 

[87] J. Falkinger, The Order of Knowledge and Robust Action. How to Deal with Economic 
Uncertainty?, Econ. Open-Access, Open-Assessment E-Journal. (2016). 
https://doi.org/10.5018/economics-ejournal.ja.2016-24. 

[88] N.A. Eiseman, M.T. Bianchi, M.B. Westover, The Information Theoretic Perspective on 
Medical Diagnostic Inference, Hosp. Pract. 42 (2014) 125–138. 
https://doi.org/10.3810/hp.2014.04.1110. 

[89] L. Maxim, J.P. van der Sluijs, Quality in environmental science for policy: Assessing 
uncertainty as a component of policy analysis, Environ. Sci. Policy. 14 (2011) 482–492. 
https://doi.org/10.1016/j.envsci.2011.01.003. 

[90] L.P. Hansen, Uncertainty Outside and Inside Economic Models, National Bureau of Economic 
Research, Cambridge, MA, 2014. http://www.nber.org/papers/w20394.pdf. 

[91] D. Chiffi, R. Zanotti, Fear of knowledge: Clinical hypotheses in diagnostic and prognostic 
reasoning: Fear of Knowledge, J. Eval. Clin. Pract. 23 (2017) 928–934. 
https://doi.org/10.1111/jep.12664. 

[92] D.S. Dizon, M.C. Politi, A.L. Back, The Power of Words: Discussing Decision Making and 
Prognosis, Am. Soc. Clin. Oncol. Educ. B. 33 (2013) 442–446. 
https://doi.org/10.1200/EdBook_AM.2013.33.442. 

[93] B. Rossi, T. Sekhposyan, M. Soupre, Understanding the Sources of Macroeconomic 
Uncertainty, SSRN Electron. J. (2016). https://doi.org/10.2139/ssrn.2780213. 

[94] P.K.J. Han, W.M.P. Klein, T.C. Lehman, H. Massett, S.C. Lee, A.N. Freedman, Laypersons’ 
Responses to the Communication of Uncertainty Regarding Cancer Risk Estimates, Med. 
Decis. Mak. 29 (2009) 391–403. https://doi.org/10.1177/0272989X08327396. 

[95] A. Baillon, L. Cabantous, P.P. Wakker, Aggregating imprecise or conflicting beliefs: An 



33 
 

experimental investigation using modern ambiguity theories, J. Risk Uncertain. 44 (2012) 115–
147. https://doi.org/10.1007/s11166-012-9140-x. 

[96] J.P.C. Grutters, M.B.A. van Asselt, K. Chalkidou, M.A. Joore, The Authors’ Reply: Comment 
on “Healthy Decisions: Towards Uncertainty Tolerance in Healthcare Policy,” 
Pharmacoeconomics. 33 (2015) 983. https://doi.org/10.1007/s40273-015-0321-8. 

[97] J.A.E.B. Janssen, M.S. Krol, R.M.J. Schielen, A.Y. Hoekstra, J.-L. de Kok, Assessment of 
uncertainties in expert knowledge, illustrated in fuzzy rule-based models, Ecol. Modell. 221 
(2010) 1245–1251. https://doi.org/10.1016/j.ecolmodel.2010.01.011. 

[98] M. Ekström, N. Kuruppu, R.L. Wilby, H.J. Fowler, F.H.S. Chiew, S. Dessai, W.J. Young, 
Examination of climate risk using a modified uncertainty matrix framework—Applications in the 
water sector, Glob. Environ. Chang. 23 (2013) 115–129. 
https://doi.org/10.1016/j.gloenvcha.2012.11.003. 

[99] Z.W. Kundzewicz, V. Krysanova, R.E. Benestad, Ø. Hov, M. Piniewski, I.M. Otto, Uncertainty 
in climate change impacts on water resources, Environ. Sci. Policy. 79 (2018) 1–8. 
https://doi.org/10.1016/j.envsci.2017.10.008. 

[100] H. Dannenberg, The Importance of Estimation Uncertainty in a Multi-Rating Class Loan 
Portfolio, Halle (Saale), 2011. 

[101] N.I. Al-Najjar, E. Shmaya, Uncertainty and Disagreement in Equilibrium Models, J. Polit. Econ. 
123 (2015) 778–808. https://doi.org/10.1086/681241. 

[102] O. for B. Responsibility, Economic and fiscal outlook: March 2016, 2016. 

[103] J. Curry, Reasoning about climate uncertainty, Clim. Change. 108 (2011) 723–732. 
https://doi.org/10.1007/s10584-011-0180-z. 

[104] C.J. Fearnley, Assigning a Volcano Alert Level: Negotiating Uncertainty, Risk, and Complexity 
in Decision-Making Processes, Environ. Plan. A Econ. Sp. 45 (2013) 1891–1911. 
https://doi.org/10.1068/a4542. 

[105] N. Beven, K., Lamb, R., Leedal, D., & Hunter, Communicating uncertainty in flood inundation 
mapping: a case study, Int. J. River Basin Manag. 13 (2015) 285–295. 

[106] B. Ekwurzel, P.C. Frumhoff, J.J. McCarthy, Climate uncertainties and their discontents: 
increasing the impact of assessments on public understanding of climate risks and choices, 
Clim. Change. 108 (2011) 791–802. https://doi.org/10.1007/s10584-011-0194-6. 

[107] P.K.J. Han, Conceptual, Methodological, and Ethical Problems in Communicating Uncertainty 
in Clinical Evidence, Med. Care Res. Rev. 70 (2013) 14S-36S. 
https://doi.org/10.1177/1077558712459361. 

[108] M.A. Bruno, J. Petscavage-Thomas, H.H. Abujudeh, Communicating Uncertainty in the 
Radiology Report, Am. J. Roentgenol. 209 (2017) 1006–1008. 
https://doi.org/10.2214/AJR.17.18271. 

[109] E.G. Engelhardt, A.H. Pieterse, N. van Duijn-Bakker, J.R. Kroep, H.C.J.M. de Haes, E.M.A. 
Smets, A.M. Stiggelbout, Breast cancer specialists’ views on and use of risk prediction models 
in clinical practice: A mixed methods approach, Acta Oncol. (Madr). 54 (2015) 361–367. 
https://doi.org/10.3109/0284186X.2014.964810. 

[110] K.L. Ebi, Differentiating theory from evidence in determining confidence in an assessment 
finding, Clim. Change. 108 (2011) 693–700. https://doi.org/10.1007/s10584-011-0190-x. 

[111] K.A. Makinson, D.M. Hamby, J.A. Edwards, A Review of Contemporary Methods for the 
Presentation of Scientific Uncertainty:, Health Phys. 103 (2012) 714–731. 
https://doi.org/10.1097/HP.0b013e31824e6f6f. 

[112] S.H. Schneider, R. Moss, Uncertainties in the IPCC TAR: Recommendations to lead authors 
for more consistent assessment and reporting., 1999. 

[113] M.D. Mastrandrea, K.J. Mach, G.K. Plattner, O. Edenhofer, T.F. Stocker, C.B. Field, P.R. 



34 
 

Matschoss, I. The, The IPCC AR5 guidance note on consistent treatment of uncertainties: a 
common approach across the working groups., Clim. Change. 108 (2011) 675–691. 

[114] R.N. Jones, The latest iteration of IPCC uncertainty guidance—an author perspective, Clim. 
Change. 108 (2011) 733–743. https://doi.org/10.1007/s10584-011-0239-x. 

[115] K.J. Mach, M.D. Mastrandrea, P.T. Freeman, C.B. Field, Unleashing expert judgment in 
assessment., Glob. Environ. Chang. 44 DOI-M (2017) 1–14. 

[116] C. Helgeson, R. Bradley, B. Hill, Combining probability with qualitative degree-of-certainty 
metrics in assessment, Clim. Change. 149 (2018) 517–525. https://doi.org/10.1007/s10584-
018-2247-6. 

[117] K.J. Mach, C.B. Field, Toward the Next Generation of Assessment., Annu. Rev. Environ. 
Resour.   Httpsdoiorg101146annurevenviron10061007. 42 (2016) 569–597. 

[118] N.C. Chen, M.J. Shauver, K.C. Chung, A Primer on Use of Decision Analysis Methodology in 
Hand Surgery, J. Hand Surg. Am. 34 (2009) 983–990. 
https://doi.org/10.1016/j.jhsa.2009.03.005. 

[119] S.O. Funtowicz, J.R. Ravetz, Uncertainty and quality in science for policy (Vol. 15). Springer 
Science & Business Media., (1990). 

[120] B.I. Reiner, Quantifying Analysis of Uncertainty in Medical Reporting: Creation of User and 
Context-Specific Uncertainty Profiles, J. Digit. Imaging. 31 (2018) 379–382. 
https://doi.org/10.1007/s10278-018-0057-z. 

[121] A. Bostrom, S. Joslyn, R. Pavia, A.H. Walker, K. Starbird, T.M. Leschine, Methods for 
Communicating the Complexity and Uncertainty of Oil Spill Response Actions and Tradeoffs, 
Hum. Ecol. Risk Assess. An Int. J. 21 (2015) 631–645. 
https://doi.org/10.1080/10807039.2014.947867. 

[122] D. V Budescu, H.-H. Por, S.B. Broomell, Effective communication of uncertainty in the IPCC 
reports, Clim. Change. 113 (2012) 181–200. https://doi.org/10.1007/s10584-011-0330-3. 

[123] B. Meder, R. Mayrhofer, Diagnostic causal reasoning with verbal information, Cogn. Psychol. 
96 (2017) 54–84. https://doi.org/10.1016/j.cogpsych.2017.05.002. 

[124] G. Litre, Scientific Uncertainty and Policy Making: How can Communications Contribute to a 
Better Marriage in the Global Change Arena?, in: A.K. Braimoh, H.Q. Huang (Eds.), 
Vulnerability L. Syst. Asia, John Wiley & Sons, Ltd, Chichester, UK, 2014: pp. 311–321. 
http://doi.wiley.com/10.1002/9781118854945.ch20. 

[125] K. Hughes, Do remediation experts have what it takes to explain empirical uncertainty?, 
Remediat. J. 28 (2017) 73–86. https://doi.org/10.1002/rem.21544. 

[126] K. Beven, Facets of uncertainty: epistemic uncertainty, non-stationarity, likelihood, hypothesis 
testing, and communication, Hydrol. Sci. J. 61 (2016) 1652–1665. 
https://doi.org/10.1080/02626667.2015.1031761. 

[127] N. Isendahl, A. Dewulf, C. Pahl-Wostl, Making framing of uncertainty in water management 
practice explicit by using a participant-structured approach, J. Environ. Manage. 91 (2010) 
844–851. https://doi.org/10.1016/j.jenvman.2009.10.016. 

[128] A.E. Milne, M.J. Glendining, R.M. Lark, S.A.M. Perryman, T. Gordon, A.P. Whitmore, 
Communicating the uncertainty in estimated greenhouse gas emissions from agriculture., J. 
Environ. Manag.   Httpsdoiorg101016jjenvman05034. 160 DOI-Milne, A. E., Glendining, M. J., 
Lark, R. M., Perryman, S. A. M., Gordon, T., Whitmore, A. P. (2015). Communicating the 
uncertainty in estimated greenhouse gas emissions from agriculture. Journal of Environmental 
Management, 160, 139-153. https://doi.org/10.1016/j.jenvman.2015.05.034 SRC-BaiduScholar 
FG-0 (2015) 139–153. 

[129] P.K.J. Han, W.M.P. Klein, T. Lehman, B. Killam, H. Massett, A.N. Freedman, Communication 
of Uncertainty Regarding Individualized Cancer Risk Estimates: Effects and Influential Factors, 
Med. Decis. Mak. 31 (2011) 354–366. https://doi.org/10.1177/0272989X10371830. 



35 
 

[130] J.M. Gibson, A. Rowe, E.R. Stone, W. Bruine de Bruin, Communicating Quantitative 
Information About Unexploded Ordnance Risks to the Public, Environ. Sci. Technol. 47 (2013) 
4004–4013. https://doi.org/10.1021/es305254j. 

[131] J.M. Martinez, Managing Scientific Uncertainty in Medical Decision-making: The Case of the 
Advisory Committee on Immunization Practices., J. Med. Philos.   
Httpsdoiorg101093jmpjhr056. 37 (2012) 6–27. 

[132] A.G. Kennedy, Managing uncertainty in diagnostic practice: Managing uncertainty in diagnostic 
practice., J. Eval. Clin. Pract.   Httpsdoiorg101111jep12328. 23 (2017) 959–963. 

[133] V. Bhise, S.S. Rajan, D.F. Sittig, R.O. Morgan, P. Chaudhary, H. Singh, Defining and 
Measuring Diagnostic Uncertainty in Medicine: A Systematic Review, J. Gen. Intern. Med. 33 
(2018) 103–115. https://doi.org/10.1007/s11606-017-4164-1. 

[134] M. Fisher, S. Ridley, Uncertainty in end-of-life care and shared decision-making., Crit. Care 
Resusc.  81. 14 (2012). 

[135] R.C. Shelton, L.E. Brotzman, D.M. Crookes, P. Robles, Ai.I. Neugut, Decision-making under 
clinical uncertainty: An in-depth examination of provider perspectives on adjuvant 
chemotherapy for stage II colon cancer, Patient Educ. Couns. 102 (2019) 284–290. 
https://doi.org/10.1016/j.pec.2018.09.015. 

[136] H. Ahmed, G. Naik, H. Willoughby, A.G.K. Edwards, Communicating risk, BMJ. 344 (2012) 
e3996–e3996. https://doi.org/10.1136/bmj.e3996. 

[137] N. Bansback, M. Harrison, C. Marra, Does Introducing Imprecision around Probabilities for 
Benefit and Harm Influence the Way People Value Treatments?, Med. Decis. Mak. 36 (2016) 
490–502. https://doi.org/10.1177/0272989X15600708. 

[138] N.B. Beck, R.A. Becker, N. Erraguntla, W.H. Farland, R.L. Grant, G. Gray, C. Kirman, J.S. 
LaKind, R. Jeffrey Lewis, P. Nance, L.H. Pottenger, S.L. Santos, S. Shirley, T. Simon, M.L. 
Dourson, Approaches for describing and communicating overall uncertainty in toxicity 
characterizations: U.S. Environmental Protection Agency’s Integrated Risk Information System 
(IRIS) as a case study, Environ. Int. 89–90 (2016) 110–128. 
https://doi.org/10.1016/j.envint.2015.12.031. 

[139] Y. Haila, K. Henle, E. Apostolopoulou, J. Cent, E. Framstad, C. Goerg, K. Jax, R. Klenke, W. 
Magnuson, Y. Matsinos, B. Mueller, R. Paloniemi, J. Pantis, F. Rauschmayer, I. Ring, J. 
Settele, J. Simila, K. Touloumis, J. Tzanopoulos, G. Pe’er, Confronting and Coping with 
Uncertainty in Biodiversity Research and Praxis, Nat. Conserv. 8 (2014) 45–75. 
https://doi.org/10.3897/natureconservation.8.5942. 

[140] J. Quiggin, Economists and Uncertainty, in: Uncertain. Risk Multidiscip. Perspect., Earthscan, 
Sterling, VA, 2009. 

[141] F.H. Knight, Risk, Uncertainty and Profit, Kelley and Millman. Inc., New York, NY, 1921. 

[142] P. Beißner, M.A. Khan, A. Friedenberg, S. Grant, G. Faruk, P. Hammond, O. Khan, J.J. Lee, 
E. Prescott, F. Riedel, E. Schlee, V. Smith, R. Stauber, M. Stinchcombe, On Hurwicz – Nash 
Equilibria of Non – Bayesian Games under Incomplete Information ∗, (2018) 1–38. 

[143] G. Pflug, A. Timonina, S. Hochrainer-Stigler, Ch.,  & Incorporating model uncertainty into 
optimal insurane contract design., Insur. Math. Econ. 73. (2017). 

[144] Office for Budget Responsibility., Economic and Fiscal Outlook March 2015, 2015. 

[145] C. Crawford, R. Crawford, Wenchao Jin, Estimating the public cost of student loans, 2014. 

[146] R.E. Domen, The Ethics of Ambiguity: Rethinking the Role and Importance of Uncertainty in 
Medical Education and Practice, Acad. Pathol. 3 (2016) 237428951665471. 
https://doi.org/10.1177/2374289516654712. 

[147] S. Cooke, J.-F. Lemay, Transforming Medical Assessment: Integrating Uncertainty Into the 
Evaluation of Clinical Reasoning in Medical Education, Acad. Med. 92 (2017) 746–751. 



36 
 

https://doi.org/10.1097/ACM.0000000000001559. 

[148] M. Frenkel, L. Cohen, Effective Communication About the Use of Complementary and 
Integrative Medicine in Cancer Care., J. Altern. Complement. Med.   
Httpsdoiorg101089acm0533. 20 (2012) 12–18. 

[149] R.F. Johnson, J. Gustin, Acute Lung Injury and Acute Respiratory Distress Syndrome 
Requiring Tracheal Intubation and Mechanical Ventilation in the Intensive Care Unit: Impact on 
Managing Uncertainty for Patient-Centered Communication, Am. J. Hosp. Palliat. Med. 30 
(2013) 569–575. https://doi.org/10.1177/1049909112460566. 

[150] C. Lazaridis, Withdrawal of Life-Sustaining Treatments in Perceived Devastating Brain Injury: 
The Key Role of Uncertainty, Neurocrit. Care. 30 (2019) 33–41. 
https://doi.org/10.1007/s12028-018-0595-8. 

[151] M.C. Politi, C.L. Lewis, D.L. Frosch, Supporting Shared Decisions When Clinical Evidence Is 
Low, Med. Care Res. Rev. 70 (2013) 113S-128S. https://doi.org/10.1177/1077558712458456. 

[152] W. J, W. R, See-Through Science: Why Public Engagement Needs to Move Upstream, 
Demos, London, 2004. 

[153] J.G. Brody, S.C. Dunagan, R. Morello-Frosch, P. Brown, S. Patton, R.A. Rudel, Reporting 
individual results for biomonitoring and environmental exposures: lessons learned from 
environmental communication case studies., Environ. Heal.  40. 13 (2014). 

[154] J.A. Wardekker, A. de Jong, L. van Bree, W.C. Turkenburg, J.P. der Sluijs, van Health risks of 
climate change: An assessment of uncertainties and its implications for adaptation policies., 
Environ. Heal.  Httpsdoiorg101186X1167. 11 (2012) 1069–1476. 

[155] B. Fischhoff, A.L. Davis, Communicating scientific uncertainty, Proc. Natl. Acad. Sci. U. S. A. 
111 (2014) 13664–13671. https://doi.org/10.1073/pnas.1317504111. 

[156] W.C. Thompson, Discussion paper: Hard cases make bad law-reactions to R v T., Law 
Probab. Risk   Httpsdoiorg101093lprmgs020. 11 (2012) 347–359. 

[157] K.A. Martire, R.I. Kemp, I. Watkins, M.A. Sayle, B.R. Newell, The expression and interpretation 
of uncertain forensic science evidence: Verbal equivalence, evidence strength, and the weak 
evidence effect., Law Hum. Behav.   Httpsdoiorg101037lhb0000027. 37 (2013) 197–207. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



37 
 

Appendix A 

List of Reviewed Materials 

 

[1] S. Adam, C. Emmerson, P. Johnson, H. Miller, I. for F.S. (Great Britain), The IFS 
green budget: February 2012, Institute for Fiscal Studies, London, 2012. 

[2] H. Ahmadi, M. Gholamzadeh, L. Shahmoradi, M. Nilashi, P. Rashvand, Diseases 
diagnosis using fuzzy logic methods: A systematic and meta-analysis review, Comput. 
Methods Programs Biomed. 161 (2018) 145–172. 
https://doi.org/10.1016/j.cmpb.2018.04.013. 

[3] H. Ahmed, G. Naik, H. Willoughby, A.G.K. Edwards, Communicating risk, BMJ. 344 
(2012) e3996–e3996. https://doi.org/10.1136/bmj.e3996. 

[4] R. Alam, S. Cheraghi-Sohi, M. Panagioti, A. Esmail, S. Campbell, E. Panagopoulou, 
Managing diagnostic uncertainty in primary care: a systematic critical review, BMC 
Fam. Pract. 18 (2017). https://doi.org/10.1186/s12875-017-0650-0. 

[5] F. Alby, C. Zucchermaglio, M. Fatigante, Communicating Uncertain News in Cancer 
Consultations, J. Cancer Educ. 32 (2017) 858–864. https://doi.org/10.1007/s13187-
016-1070-x. 

[6] N.I. Al-Najjar, E. Shmaya, Uncertainty and Disagreement in Equilibrium Models, J. 
Polit. Econ. 123 (2015) 778–808. https://doi.org/10.1086/681241. 

[7] N.I. Al-Najjar, J. Weinstein, A Bayesian model of Knightian uncertainty, Theory 
Decis. 78 (2015) 1–22. https://doi.org/10.1007/s11238-013-9404-1. 

[8] G.-M. Angeletos, C. Lian, Incomplete Information in 
Macroeconomics:  Accommodating Frictions in Coordination, Natl. Bur. Econ. Res. 
(2016) 148. 

[9] M. Backus, L. Andrew T., Backus.pdf, Natl. Bur. Econ. Res. (2018). 

[10] S. Bahaj, A. Foulis, Macroprudential Policy Under Uncertainty, SSRN Electron. J. 
(2016). https://doi.org/10.2139/ssrn.2726526. 

[11] A. Baillon, L. Cabantous, P.P. Wakker, Aggregating imprecise or conflicting beliefs: 
An experimental investigation using modern ambiguity theories, J. Risk Uncertain. 44 
(2012) 115–147. https://doi.org/10.1007/s11166-012-9140-x. 

[12] A.M.R. Bakker, D. Louchard, K. Keller, Sources and implications of deep 
uncertainties surrounding sea-level projections, Clim. Change. 140 (2017) 339–347. 
https://doi.org/10.1007/s10584-016-1864-1. 

[13] N. Bansback, M. Harrison, C. Marra, Does Introducing Imprecision around 
Probabilities for Benefit and Harm Influence the Way People Value Treatments?, Med. 
Decis. Mak. 36 (2016) 490–502. https://doi.org/10.1177/0272989X15600708. 



38 
 

[14] K. Barker, C.M. Rocco S., EVALUATING UNCERTAINTY IN RISK-BASED 
INTERDEPENDENCY MODELING WITH INTERVAL ARITHMETIC, Econ. Syst. 
Res. 23 (2011) 213–232. https://doi.org/10.1080/09535314.2011.572064. 

[15] C. Bauer, M. Neuenkirch, Forecast Uncertainty and the Taylor Rule, Univ. Trier, 
Fachbereich IV. (2015) 32. 

[16] J.M. Beattie, R. Huxtable, Implantable cardioverter defibrillator deactivation: a 
precautionary approach to therapeutic equipoise?, Curr. Opin. Support. Palliat. Care. 
10 (2016) 5–7. https://doi.org/10.1097/SPC.0000000000000191. 

[17] N.B. Beck, R.A. Becker, N. Erraguntla, W.H. Farland, R.L. Grant, G. Gray, C. 
Kirman, J.S. LaKind, R. Jeffrey Lewis, P. Nance, L.H. Pottenger, S.L. Santos, S. 
Shirley, T. Simon, M.L. Dourson, Approaches for describing and communicating 
overall uncertainty in toxicity characterizations: U.S. Environmental Protection 
Agency’s Integrated Risk Information System (IRIS) as a case study, Environ. Int. 89–
90 (2016) 110–128. https://doi.org/10.1016/j.envint.2015.12.031. 

[18] P. Beißner, M.A. Khan, On Hurwicz–Nash equilibria of non-Bayesian games under 
incomplete information, Games Econ. Behav. 115 (2019) 470–490. 
https://doi.org/10.1016/j.geb.2019.02.001. 

[19] N. Benjamin-Fink, B.K. Reilly, A road map for developing and applying object-
oriented bayesian networks to “WICKED” problems, Ecol. Modell. 360 (2017) 27–44. 
https://doi.org/10.1016/j.ecolmodel.2017.06.028. 

[20] K. Bertheloot, P. Deraeve, M. Vermandere, B. Aertgeerts, M. Lemiengre, A. De 
Sutter, F. Buntinx, J.Y. Verbakel, How do general practitioners use ‘safety netting’ in 
acutely ill children?, Eur. J. Gen. Pract. 22 (2016) 3–8. 
https://doi.org/10.3109/13814788.2015.1092516. 

[21] J. Best, Bureaucratic ambiguity, Econ. Soc. 41 (2012) 84–106. 
https://doi.org/10.1080/03085147.2011.637333. 

[22] N. Beven, K., Lamb, R., Leedal, D., & Hunter, Communicating uncertainty in flood 
inundation mapping: a case study, Int. J. River Basin Manag. 13 (2015) 285–295. 

[23] K. Beven, Facets of uncertainty: epistemic uncertainty, non-stationarity, likelihood, 
hypothesis testing, and communication, Hydrol. Sci. J. 61 (2016) 1652–1665. 
https://doi.org/10.1080/02626667.2015.1031761. 

[24] V. Bhise, A.N.D. Meyer, S. Menon, G. Singhal, R.L. Street, T.D. Giardina, H. Singh, 
Patient perspectives on how physicians communicate diagnostic uncertainty: An 
experimental vignette study†, Int. J. Qual. Heal. Care. 30 (2018) 2–8. 
https://doi.org/10.1093/intqhc/mzx170. 

[25] V. Bhise, S.S. Rajan, D.F. Sittig, R.O. Morgan, P. Chaudhary, H. Singh, Defining and 
Measuring Diagnostic Uncertainty in Medicine: A Systematic Review, J. Gen. Intern. 
Med. 33 (2018) 103–115. https://doi.org/10.1007/s11606-017-4164-1. 



39 
 

[26] M.T. Bianchi, B.M. Alexander, S.S. Cash, Incorporating Uncertainty Into Medical 
Decision Making: An Approach to Unexpected Test Results, Med. Decis. Mak. 29 
(2009) 116–124. https://doi.org/10.1177/0272989X08323620. 

[27] Y. Birks, V. Entwistle, R. Harrison, K. Bosanquet, I. Watt, R. Iedema, Being open 
about unanticipated problems in health care: the challenges of uncertainties, J. Health 
Serv. Res. Policy. 20 (2015) 54–60. https://doi.org/10.1177/1355819614558100. 

[28] D.C. Blanch, J.A. Hall, D.L. Roter, R.M. Frankel, Is it good to express uncertainty to a 
patient? Correlates and consequences for medical students in a standardized patient 
visit, Patient Educ. Couns. 76 (2009) 300–306. 
https://doi.org/10.1016/j.pec.2009.06.002. 

[29] G. Boero, J. Smith, K.F. Wallis, Modelling UK Inflation Uncertainty, 1958-2006, in: 
M. Watson, T. Bolleslev, R.F. Russell (Eds.), Volatility Time Ser. Econom. Essays 
Honour Robert F. Engle, Oxford University Press, Oxford, 2009: p. 28. 

[30] A. Bostrom, S. Joslyn, R. Pavia, A.H. Walker, K. Starbird, T.M. Leschine, Methods 
for Communicating the Complexity and Uncertainty of Oil Spill Response Actions and 
Tradeoffs, Hum. Ecol. Risk Assess. An Int. J. 21 (2015) 631–645. 
https://doi.org/10.1080/10807039.2014.947867. 

[31] C.H. Braddock, Supporting Shared Decision Making When Clinical Evidence Is Low, 
Med. Care Res. Rev. 70 (2013) 129S-140S. 
https://doi.org/10.1177/1077558712460280. 

[32] B. Braun, Governing the future: the European Central Bank’s expectation management 
during the Great Moderation, Econ. Soc. 44 (2015) 367–391. 
https://doi.org/10.1080/03085147.2015.1049447. 

[33] M. Bray, W. Wang, P.X.-K. Song, A.B. Leichtman, M.A. Rees, V.B. Ashby, R. 
Eikstadt, A. Goulding, J.D. Kalbfleisch, Planning for Uncertainty and Fallbacks Can 
Increase the Number of Transplants in a Kidney-Paired Donation Program: 
Uncertainties and Fallbacks in KPD, Am. J. Transplant. 15 (2015) 2636–2645. 
https://doi.org/10.1111/ajt.13413. 

[34] W.A. Brock, S.N. Durlauf, On Sturdy Policy Evaluation, J. Legal Stud. 44 (2015) 
S447–S473. https://doi.org/10.1086/684307. 

[35] J. Browne, D. Phillips, Updating and critiquing HMRC ’ s analysis of the UK ’s 50 % 
top marginal rate of tax, (2017) 1–19. 

[36] M.A. Bruno, J. Petscavage-Thomas, H.H. Abujudeh, Communicating Uncertainty in 
the Radiology Report, Am. J. Roentgenol. 209 (2017) 1006–1008. 
https://doi.org/10.2214/AJR.17.18271. 

[37] J. Bryson, J. Piper, M. Rounsevell, Envisioning futures for climate change policy 
development: Scenarios use in European environmental policy institutions, Environ. 
Policy Gov. 20 (2010) 283–294. https://doi.org/10.1002/eet.542. 



40 
 

[38] A. Buchanan, Violence Risk Assessment in Clinical Settings: Being Sure about Being 
Sure: Violence risk assessment in clinical settings, Behav. Sci. Law. 31 (2013) 74–80. 
https://doi.org/10.1002/bsl.2045. 

[39] D. V Budescu, H.-H. Por, S.B. Broomell, Effective communication of uncertainty in 
the IPCC reports, Clim. Change. 113 (2012) 181–200. https://doi.org/10.1007/s10584-
011-0330-3. 

[40] A. Cahan, There is no escape from using probabilities in diagnosis-making, Diagnosis. 
4 (2017) 103–104. https://doi.org/10.1515/dx-2016-0047. 

[41] A. Cahan, Diagnosis is driven by probabilistic reasoning: counter-point, Diagnosis. 3 
(2016) 99–101. https://doi.org/10.1515/dx-2016-0019. 

[42] L. Cassettari, I. Bendato, M. Mosca, R. Mosca, A new stochastic multi source 
approach to improve the accuracy of the sales forecasts, Foresight. 19 (2017) 48–64. 
https://doi.org/10.1108/FS-07-2016-0036. 

[43] M. Ca’Zorzi, A. Chudik, A. Dieppe, Thousands of models, one story: current account 
imbalances in the global economy, Eur. Cent. Bank. (2012) 35. 

[44] G. Cevenini, P. Barbini, A bootstrap approach for assessing the uncertainty of outcome 
probabilities when using a scoring system, BMC Med. Inform. Decis. Mak. 10 (2010). 
https://doi.org/10.1186/1472-6947-10-45. 

[45] G.B. Chapman, J. Liu, Numeracy, frequency, and Bayesian reasoning, Judgm. Decis. 
Mak. 4 (2009) 7. 

[46] E. Charitos, M. Wilbring, H. Treede, Data Science Meets the Clinician: Challenges 
and Future Directions, Thorac. Cardiovasc. Surg. 66 (2018) 7–10. 
https://doi.org/10.1055/s-0036-1586158. 

[47] N.C. Chen, M.J. Shauver, K.C. Chung, A Primer on Use of Decision Analysis 
Methodology in Hand Surgery, J. Hand Surg. Am. 34 (2009) 983–990. 
https://doi.org/10.1016/j.jhsa.2009.03.005. 

[48] D. Chiffi, R. Zanotti, Fear of knowledge: Clinical hypotheses in diagnostic and 
prognostic reasoning: Fear of Knowledge, J. Eval. Clin. Pract. 23 (2017) 928–934. 
https://doi.org/10.1111/jep.12664. 

[49] R. Chote, C. Emmerson, D. Miles, eds., The IFS green budget: January 2009, IFS 
Green Budg. (2009). 

[50] S. Chowdhury, P. Champagne, P.J. McLellan, Uncertainty characterization approaches 
for risk assessment of DBPs in drinking water: A review, J. Environ. Manage. 90 
(2009) 1680–1691. https://doi.org/10.1016/j.jenvman.2008.12.014. 

[51] S. Coccheri, Error, contradiction and reversal in science and medicine, Eur. J. Intern. 
Med. 41 (2017) 28–29. https://doi.org/10.1016/j.ejim.2017.03.026. 



41 
 

[52] R.A. Cohen, V.A. Jackson, D. Norwich, J.O. Schell, K. Schaefer, A.N. Ship, A.M. 
Sullivan, A Nephrology Fellows’ Communication Skills Course: An Educational 
Quality Improvement Report, Am. J. Kidney Dis. 68 (2016) 203–211. 
https://doi.org/10.1053/j.ajkd.2016.01.025. 

[53] A.R. Colson, S. Adhikari, A. Sleemi, R. Laxminarayan, Quantifying uncertainty in 
intervention effectiveness with structured expert judgement: an application to obstetric 
fistula, BMJ Open. 5 (2015) e007233–e007233. https://doi.org/10.1136/bmjopen-
2014-007233. 

[54] S. Cooke, J.-F. Lemay, Transforming Medical Assessment: Integrating Uncertainty 
Into the Evaluation of Clinical Reasoning in Medical Education, Acad. Med. 92 (2017) 
746–751. https://doi.org/10.1097/ACM.0000000000001559. 

[55] M.J. Costa, W. He, Y. Jemiai, Y. Zhao, C. Di Casoli, The Case for a Bayesian 
Approach to Benefit-Risk Assessment:: Overview and Future Directions, Ther. Innov. 
Regul. Sci. 51 (2017) 568–574. https://doi.org/10.1177/2168479017698190. 

[56] V. Cottin, Lung biopsy in interstitial lung disease: balancing the risk of surgery and 
diagnostic uncertainty, Eur. Respir. J. 48 (2016) 1274–1277. 
https://doi.org/10.1183/13993003.01633-2016. 

[57] C. Crawford, R. Crawford, W. (Michelle) Jin, Estimating the public cost of student 
loans, Institute for Fiscal Studies, 2014. http://www.ifs.org.uk/comms/r94.pdf. 

[58] S.M. Cristancho, T. Apramian, M. Vanstone, L. Lingard, M. Ott, R.J. Novick, 
Understanding Clinical Uncertainty: What Is Going on When Experienced Surgeons 
Are Not Sure What to Do?, Acad. Med. 88 (2013) 1516–1521. 
https://doi.org/10.1097/ACM.0b013e3182a3116f. 

[59] U. Cubasch, D. Wuebbles, D. Chen, M.C. Facchini, D. Frame, N. Mahowald, J.G. 
Winther, Introduction. In: Climate Change 2013: The Physical Science Basis. 
Contribution of Working Group I to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change, in: V.B. and P.M.M. Stocker, T.F., D. 
Qin, G.K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A. Nauels, Y. Xia (Ed.), 
Cambridge University Press, Cambridge, UK and New York, NY, USA, 2013. 

[60] J. Curry, Reasoning about climate uncertainty, Clim. Change. 108 (2011) 723–732. 
https://doi.org/10.1007/s10584-011-0180-z. 

[61] A. Damodaran, Living with Noise: Valuation in the Face of Uncertainty, CFA Inst. 
Conf. Proc. Q. 30 (2013) 22–36. https://doi.org/10.2469/cp.v30.n4.2. 

[62] H. Dannenberg, The Importance of Estimation Uncertainty in a Multi-Rating Class 
Loan Portfolio, Halle (Saale), 2011. 

[63] D.S. Dizon, M.C. Politi, A.L. Back, The Power of Words: Discussing Decision 
Making and Prognosis, Am. Soc. Clin. Oncol. Educ. B. 33 (2013) 442–446. 
https://doi.org/10.1200/EdBook_AM.2013.33.442. 



42 
 

[64] R.E. Domen, The Ethics of Ambiguity: Rethinking the Role and Importance of 
Uncertainty in Medical Education and Practice, Acad. Pathol. 3 (2016) 
237428951665471. https://doi.org/10.1177/2374289516654712. 

[65] G. Dotsis, V. Makropoulou, R.N. Markellos, Investment under uncertainty and 
volatility estimation risk, Appl. Econ. Lett. 19 (2012) 133–137. 
https://doi.org/10.1080/13504851.2011.570697. 

[66] S. Dow, Uncertainty: A Diagrammatic Treatment, Econ. Open-Access, Open-
Assessment E-Journal. (2016). https://doi.org/10.5018/economics-ejournal.ja.2016-3. 

[67] S. Dow, M. Klaes, A. Montagnoli, RISK AND UNCERTAINTY IN CENTRAL 
BANK SIGNALS: AN ANALYSIS OF MONETARY POLICY COMMITTEE 
MINUTES, Metroeconomica. 60 (2009) 584–618. https://doi.org/10.1111/j.1467-
999X.2008.00356.x. 

[68] J. Doyle, S. Colville, P. Brown, D. Christie, ‘For the cases we’ve had… I don’t think 
anybody has had enormous confidence’ - Exploring ‘Uncertainty’ in adolescent 
bariatric teams: an interpretative phenomenological analysis: Decision-making in 
adolescent bariatric surgery, Clin. Obes. 4 (2014) 45–52. 
https://doi.org/10.1111/cob.12039. 

[69] C. Drago, Interval Based Compsite Indicators, Fondazione Eni Enrico Mattei, Milano, 
2017. 

[70] K.L. Ebi, Differentiating theory from evidence in determining confidence in an 
assessment finding, Clim. Change. 108 (2011) 693–700. 
https://doi.org/10.1007/s10584-011-0190-x. 

[71] V.G. Eck, W.P. Donders, J. Sturdy, J. Feinberg, T. Delhaas, L.R. Hellevik, W. 
Huberts, A guide to uncertainty quantification and sensitivity analysis for 
cardiovascular applications: GUIDE TO UNCERTAINTY AND SENSITIVITY IN 
CARDIOVASCULAR MODELS, Int. j. Numer. Method. Biomed. Eng. 32 (2016) 
e02755. https://doi.org/10.1002/cnm.2755. 

[72] N.A. Eiseman, M.T. Bianchi, M.B. Westover, The Information Theoretic Perspective 
on Medical Diagnostic Inference, Hosp. Pract. 42 (2014) 125–138. 
https://doi.org/10.3810/hp.2014.04.1110. 

[73] M. Ekström, N. Kuruppu, R.L. Wilby, H.J. Fowler, F.H.S. Chiew, S. Dessai, W.J. 
Young, Examination of climate risk using a modified uncertainty matrix framework—
Applications in the water sector, Glob. Environ. Chang. 23 (2013) 115–129. 
https://doi.org/10.1016/j.gloenvcha.2012.11.003. 

[74] B. Ekwurzel, P.C. Frumhoff, J.J. McCarthy, Climate uncertainties and their 
discontents: increasing the impact of assessments on public understanding of climate 
risks and choices, Clim. Change. 108 (2011) 791–802. https://doi.org/10.1007/s10584-
011-0194-6. 



43 
 

[75] G. Elwyn, S. Crowe, M. Fenton, L. Firkins, J. Versnel, S. Walker, I. Cook, S. Holgate, 
B. Higgins, C. Gelder, Identifying and prioritizing uncertainties: patient and clinician 
engagement in the identification of research questions: Identifying and prioritizing 
uncertainties, J. Eval. Clin. Pract. (2010) no-no. https://doi.org/10.1111/j.1365-
2753.2009.01262.x. 

[76] E.G. Engelhardt, A.H. Pieterse, P.K.J. Han, N. van Duijn-Bakker, F. Cluitmans, E. 
Maartense, M.M.E.M. Bos, N.I. Weijl, C.J.A. Punt, P. Quarles van Ufford-Mannesse, 
H. Sleeboom, J.E.A. Portielje, K.J.M. van der Hoeven, F.J.S. Woei-A-Jin, J.R. Kroep, 
H.C.J.M. de Haes, E.M.A. Smets, A.M. Stiggelbout, Disclosing the Uncertainty 
Associated with Prognostic Estimates in Breast Cancer: Current Practices and Patients’ 
Perceptions of Uncertainty, Med. Decis. Mak. 37 (2017) 179–192. 
https://doi.org/10.1177/0272989X16670639. 

[77] E.G. Engelhardt, A.H. Pieterse, N. van Duijn-Bakker, J.R. Kroep, H.C.J.M. de Haes, 
E.M.A. Smets, A.M. Stiggelbout, Breast cancer specialists’ views on and use of risk 
prediction models in clinical practice: A mixed methods approach, Acta Oncol. 
(Madr). 54 (2015) 361–367. https://doi.org/10.3109/0284186X.2014.964810. 

[78] S.N. Etkind, J. Koffman, Approaches to managing uncertainty in people with life-
limiting conditions: role of communication and palliative care, Postgrad. Med. J. 92 
(2016) 412–417. https://doi.org/10.1136/postgradmedj-2015-133371. 

[79] R.C. Fair, How Should the FED Report Uncertainty?, SSRN Electron. J. (2012). 
https://doi.org/10.2139/ssrn.2094349. 

[80] J. Falkinger, The Order of Knowledge and Robust Action. How to Deal with 
Economic Uncertainty?, Econ. Open-Access, Open-Assessment E-Journal. (2016). 
https://doi.org/10.5018/economics-ejournal.ja.2016-24. 

[81] C.J. Fearnley, Assigning a Volcano Alert Level: Negotiating Uncertainty, Risk, and 
Complexity in Decision-Making Processes, Environ. Plan. A Econ. Sp. 45 (2013) 
1891–1911. https://doi.org/10.1068/a4542. 

[82] M. Fisher, S. Ridley, Uncertainty in end-of-life care and shared decision-making., Crit. 
Care Resusc.  81. 14 (2012). 

[83] L.J.L. Forbes, A.J. Ramirez, Communicating the Benefits and Harms of Cancer 
Screening, Curr. Oncol. Rep. 16 (2014). https://doi.org/10.1007/s11912-014-0382-4. 

[84] D.J. Frame, H. Held, E. Kriegler, K.J. Mach, P.R. Matschoss, G. Plattner, IPCC, K., 
Guidance Note for Lead Authors of the Assessment Report on Consistent Treatment of 
Uncertainties, 7., (2010). 

[85] M. Frenkel, L. Cohen, Effective Communication About the Use of Complementary 
and Integrative Medicine in Cancer Care, J. Altern. Complement. Med. 20 (2014) 12–
18. https://doi.org/10.1089/acm.2012.0533. 



44 
 

[86] L.E. Frisch, K. Morrison, Commentary on “Propagation of Uncertainty in Bayesian 
Diagnostic Test Interpretation”:, South. Med. J. 105 (2012) 460–461. 
https://doi.org/10.1097/SMJ.0b013e3182621b1a. 

[87] M. Frost, J. Baxter, P. Buckley, S. Dye, B. Stoker, Reporting marine climate change 
impacts: Lessons from the science-policy interface, Environ. Sci. Policy. 78 (2017) 
114–120. https://doi.org/10.1016/j.envsci.2017.10.003. 

[88] J.M. Gibson, A. Rowe, E.R. Stone, W. Bruine de Bruin, Communicating Quantitative 
Information About Unexploded Ordnance Risks to the Public, Environ. Sci. Technol. 
47 (2013) 4004–4013. https://doi.org/10.1021/es305254j. 

[89] J.P.C. Grutters, M.B.A. van Asselt, K. Chalkidou, M.A. Joore, The Authors’ Reply: 
Comment on “Healthy Decisions: Towards Uncertainty Tolerance in Healthcare 
Policy,” Pharmacoeconomics. 33 (2015) 983. https://doi.org/10.1007/s40273-015-
0321-8. 

[90] J.H.A. Guillaume, C. Helgeson, S. Elsawah, A.J. Jakeman, M. Kummu, Toward best 
practice framing of uncertainty in scientific publications: A review of Water Resources 
Research abstracts: FRAMING OF UNCERTAINTY, Water Resour. Res. 53 (2017) 
6744–6762. https://doi.org/10.1002/2017WR020609. 

[91] L. Guo, D. Lien, M. Hao, H. Zhang, Uncertainty and liquidity in corporate bond 
market, Appl. Econ. (2017) 1–22. https://doi.org/10.1080/00036846.2017.1293792. 

[92] Y. Haila, K. Henle, E. Apostolopoulou, J. Cent, E. Framstad, C. Goerg, K. Jax, R. 
Klenke, W. Magnuson, Y. Matsinos, B. Mueller, R. Paloniemi, J. Pantis, F. 
Rauschmayer, I. Ring, J. Settele, J. Simila, K. Touloumis, J. Tzanopoulos, G. Pe’er, 
Confronting and Coping with Uncertainty in Biodiversity Research and Praxis, Nat. 
Conserv. 8 (2014) 45–75. https://doi.org/10.3897/natureconservation.8.5942. 

[93] S.A.M. Hallen, N.A.M. Hootsmans, L. Blaisdell, C.M. Gutheil, P.K.J. Han, 
Physicians’ perceptions of the value of prognostic models: the benefits and risks of 
prognostic confidence, Heal. Expect. 18 (2015) 2266–2277. 
https://doi.org/10.1111/hex.12196. 

[94] A. Hamui-Sutton, T. Vives-Varela, S. Gutiérrez-Barreto, I. Leenen, M. Sánchez-
Mendiola, A typology of uncertainty derived from an analysis of critical incidents in 
medical residents: A mixed methods study, BMC Med. Educ. 15 (2015). 
https://doi.org/10.1186/s12909-015-0459-2. 

[95] P.K.J. Han, Conceptual, Methodological, and Ethical Problems in Communicating 
Uncertainty in Clinical Evidence, Med. Care Res. Rev. 70 (2013) 14S-36S. 
https://doi.org/10.1177/1077558712459361. 

[96] P.K.J. Han, W.M.P. Klein, T.C. Lehman, H. Massett, S.C. Lee, A.N. Freedman, 
Laypersons’ Responses to the Communication of Uncertainty Regarding Cancer Risk 
Estimates, Med. Decis. Mak. 29 (2009) 391–403. 
https://doi.org/10.1177/0272989X08327396. 



45 
 

[97] P.K.J. Han, W.M.P. Klein, T. Lehman, B. Killam, H. Massett, A.N. Freedman, 
Communication of Uncertainty Regarding Individualized Cancer Risk Estimates: 
Effects and Influential Factors, Med. Decis. Mak. 31 (2011) 354–366. 
https://doi.org/10.1177/0272989X10371830. 

[98] L.P. Hansen, Uncertainty Outside and Inside Economic Models, National Bureau of 
Economic Research, Cambridge, MA, 2014. http://www.nber.org/papers/w20394.pdf. 

[99] S. Hao, S. Geng, L. Fan, J. Chen, Q. Zhang, L. Li, Intelligent diagnosis of jaundice 
with dynamic uncertain causality graph model, J. Zhejiang Univ. B. 18 (2017) 393–
401. https://doi.org/10.1631/jzus.B1600273. 

[100] A.J.L. Harris, H.-H. Por, S.B. Broomell, Anchoring climate change communications, 
Clim. Change. 140 (2017) 387–398. https://doi.org/10.1007/s10584-016-1859-y. 

[101] R. Haskins, P.G. Osmotherly, F. Tuyl, D.A. Rivett, Uncertainty in Clinical Prediction 
Rules: The Value of Credible Intervals, J. Orthop. Sport. Phys. Ther. 44 (2014) 85–91. 
https://doi.org/10.2519/jospt.2014.4877. 

[102] C. Helgeson, R. Bradley, B. Hill, Combining probability with qualitative degree-of-
certainty metrics in assessment, Clim. Change. 149 (2018) 517–525. 
https://doi.org/10.1007/s10584-018-2247-6. 

[103] A. Holzkämper, V. Kumar, B.W.J. Surridge, A. Paetzold, D.N. Lerner, Bringing 
diverse knowledge sources together – A meta-model for supporting integrated 
catchment management, J. Environ. Manage. 96 (2012) 116–127. 
https://doi.org/10.1016/j.jenvman.2011.10.016. 

[104] J. Horsky, E.H. Suh, O. Sayan, V. Patel, Uncertainty, Case Complexity and the 
Content of Verbal Handoffs at the Emergency Department, (n.d.) 10. 

[105] L.P. Howell, M. Wilton, J. Bishop, A. Afify, Living with uncertainty: Equivocal Pap 
test results and the evolution of ASC terminology, Diagn. Cytopathol. (2009) NA-NA. 
https://doi.org/10.1002/dc.21191. 

[106] Y. Hu, J. Wen, X. Li, D. Wang, Y. Li, A dynamic multimedia fuzzy-stochastic 
integrated environmental risk assessment approach for contaminated sites 
management, J. Hazard. Mater. 261 (2013) 522–533. 
https://doi.org/10.1016/j.jhazmat.2013.08.009. 

[107] K. Hughes, Do remediation experts have what it takes to explain empirical 
uncertainty?, Remediat. J. 28 (2017) 73–86. https://doi.org/10.1002/rem.21544. 

[108] S. Hutchings, L. Rushton, Estimating the burden of occupational cancer: assessing bias 
and uncertainty, Occup. Environ. Med. 74 (2017) 604–611. 
https://doi.org/10.1136/oemed-2016-103810. 

[109] IPCC, IPCC Fifth Assessment Synthesis Report, First Order Draft., J. Chem. Inf. 
Model. 53 (2014) 1689–1699. https://doi.org/10.1017/CBO9781107415324.004. 



46 
 

[110] IPCC, AR6 Scoping meeting., 2 (2017) 1–5. 
https://www.ipcc.ch/site/assets/uploads/2018/09/220520170356-Doc.-2-Chair-Vision-
Paper-.pdf. 

[111] N. Isendahl, A. Dewulf, M. Brugnach, G. François, S. Möllenkamp, C. Pahl-Wostl, 
Assessing Framing of Uncertainties in Water Management Practice, Water Resour. 
Manag. 23 (2009) 3191–3205. https://doi.org/10.1007/s11269-009-9429-y. 

[112] N. Isendahl, A. Dewulf, C. Pahl-Wostl, Making framing of uncertainty in water 
management practice explicit by using a participant-structured approach, J. Environ. 
Manage. 91 (2010) 844–851. https://doi.org/10.1016/j.jenvman.2009.10.016. 

[113] S.K. Jain, P. Mani, S.K. Jain, P. Prakash, V.P. Singh, D. Tullos, S. Kumar, S.P. 
Agarwal, A.P. Dimri, A Brief review of flood forecasting techniques and their 
applications, Int. J. River Basin Manag. 16 (2018) 329–344. 
https://doi.org/10.1080/15715124.2017.1411920. 

[114] J.A.E.B. Janssen, M.S. Krol, R.M.J. Schielen, A.Y. Hoekstra, J.-L. de Kok, 
Assessment of uncertainties in expert knowledge, illustrated in fuzzy rule-based 
models, Ecol. Modell. 221 (2010) 1245–1251. 
https://doi.org/10.1016/j.ecolmodel.2010.01.011. 

[115] S. Jasanoff, A, of Experts: Science and Global Environmental Constitutionalism., 
Environ. Aff.  15. 40 SRC-BaiduScholar FG-0 (2013). 

[116] J.D. Jensen, M. Krakow, K.K. John, M. Liu, B M C, Against conventional wisdom: 
when the public, the media, and medical practice collide., Informatics Decis. 13S3 
Httpsdoiorg10118613S3S4. (2013) 1472-6947 DOI-Jensen, J. D., Krakow, M., John, 
K. K., Liu, M. (2013). Against conventional wisdom: when the public, the media, and 
medical practice collide. BMC Medical Informatics and Decision-making, 13(S3). 
https://doi.org/10.1186/1472-6947-13-S3-S4 SRC-BaiduScholar FG-0. 

[117] B.P. Jenssen, C.C. Kenyon, Probability, Uncertainty, and Value in Inpatient Diagnosis: 
Connecting the Dots, Hosp. Pediatr. 5 (2015) 403–405. 
https://doi.org/10.1542/hpeds.2014-0155. 

[118] R.F. Johnson, J. Gustin, Acute Lung Injury and Acute Respiratory Distress Syndrome 
Requiring Tracheal Intubation and Mechanical Ventilation in the Intensive Care Unit: 
Impact on Managing Uncertainty for Patient-Centered Communication, Am. J. Hosp. 
Palliat. Med. 30 (2013) 569–575. https://doi.org/10.1177/1049909112460566. 

[119] R. Jonassen, R. Pielke, Improving conveyance of uncertainties in the findings of the 
IPCC., Clim. Chang.  Httpsdoiorg101007s1058401101857. 108 (2011) 745–753. 

[120] R.N. Jones, The latest iteration of IPCC uncertainty guidance—an author perspective, 
Clim. Change. 108 (2011) 733–743. https://doi.org/10.1007/s10584-011-0239-x. 

[121] J. Kasper, F. Légaré, F. Scheibler, F. Geiger, Turning signals into meaning -‘Shared 
decision making’ meets communication theory: Turning signals into meaning, Heal. 
Expect. 15 (2012) 3–11. https://doi.org/10.1111/j.1369-7625.2011.00657.x. 



47 
 

[122] M.W. Kattan, Doc, What Are My Chances? A Conversation About Prognostic 
Uncertainty, Eur. Urol. 59 (2011) 224. https://doi.org/10.1016/j.eururo.2010.10.041. 

[123] A.G. Kennedy, Managing uncertainty in diagnostic practice: Managing uncertainty in 
diagnostic practice., J. Eval. Clin. Pract.  Httpsdoiorg101111jep12328. 23 (2017) 959–
963. 

[124] A. King, Recognising uncertainty and evaluating errors : The role of PBOs and fiscal 
councils, (2016). 

[125] P.L. Kinney, H.A. Roman, K.D. Walker, H.M. Richmond, L. Conner, B.J. Hubbell, On 
the use of expert judgment to characterize uncertainties in the health benefits of 
regulatory controls of particulate matter, Environ. Sci. Policy. 13 (2010) 434–443. 
https://doi.org/10.1016/j.envsci.2010.05.002. 

[126] Z.W. Kundzewicz, V. Krysanova, R.E. Benestad, Ø. Hov, M. Piniewski, I.M. Otto, 
Uncertainty in climate change impacts on water resources, Environ. Sci. Policy. 79 
(2018) 1–8. https://doi.org/10.1016/j.envsci.2017.10.008. 

[127] J. Landsheer, The Clinical Relevance of Methods for Handling Inconclusive Medical 
Test Results: Quantification of Uncertainty in Medical Decision-Making and 
Screening, Diagnostics. 8 (2018) 32. https://doi.org/10.3390/diagnostics8020032. 

[128] A. Layton, E.A. Eady, M. Peat, H. Whitehouse, N. Levell, M. Ridd, L. Firkins, B M J, 
Identifying acne treatment uncertainties via a James Lind Alliance Priority Setting 
Partnership., E008085 Httpsdoiorg101136bmjopen. 5 (2015) 2015–8085. 

[129] C. Lazaridis, Withdrawal of Life-Sustaining Treatments in Perceived Devastating 
Brain Injury: The Key Role of Uncertainty, Neurocrit. Care. 30 (2019) 33–41. 
https://doi.org/10.1007/s12028-018-0595-8. 

[130] S.W. Lindley, E.M. Gillies, L.A. Hassell, Communicating diagnostic uncertainty in 
surgical pathology reports: Disparities between sender and receiver, Pathol. - Res. 
Pract. 210 (2014) 628–633. https://doi.org/10.1016/j.prp.2014.04.006. 

[131] G. Litre, Scientific Uncertainty and Policy Making: How can Communications 
Contribute to a Better Marriage in the Global Change Arena?, in: A.K. Braimoh, H.Q. 
Huang (Eds.), Vulnerability L. Syst. Asia, John Wiley & Sons, Ltd, Chichester, UK, 
2014: pp. 311–321. http://doi.wiley.com/10.1002/9781118854945.ch20. 

[132] T. Longman, R.M. Turner, M. King, K.J. McCaffery, The effects of communicating 
uncertainty in quantitative health risk estimates., Patient Educ. 
Couns.  Httpsdoiorg101016jpec07010. 89 (2012) 252–259. 

[133] K.J. Mach, M.D. Mastrandrea, P.T. Freeman, C.B. Field, Unleashing expert judgment 
in assessment., Glob. Environ. Chang. 44 DOI-M (2017) 1–14. 

[134] K.J. Mach, C.B. Field, Toward the Next Generation of Assessment, Annu. Rev. 
Environ. Resour. 42 (2017) 569–597. https://doi.org/10.1146/annurev-environ-102016-
061007. 



48 
 

[135] E.B. Mackay, M.E. Wilkinson, C.J.A. Macleod, K. Beven, B.J. Percy, M.G. Macklin, 
P.F. Quinn, M. Stutter, P.M. Haygarth, Digital catchment observatories: A platform for 
engagement and knowledge exchange between catchment scientists, policy makers, 
and local communities: DIGITAL CATCHMENT OBSERVATORY: AIDING 
STAKEHOLDER ENGAGEMENT, Water Resour. Res. 51 (2015) 4815–4822. 
https://doi.org/10.1002/2014WR016824. 

[136] K.A. Makinson, D.M. Hamby, J.A. Edwards, A Review of Contemporary Methods for 
the Presentation of Scientific Uncertainty:, Health Phys. 103 (2012) 714–731. 
https://doi.org/10.1097/HP.0b013e31824e6f6f. 

[137] S. Makridakis, R.M. Hogarth, A. Gaba, Forecasting and uncertainty in the economic 
and business world, Int. J. Forecast. 25 (2009) 794–812. 
https://doi.org/10.1016/j.ijforecast.2009.05.012. 

[138] T. Manca, Health professionals and the vaccine narrative: ‘the power of the personal 
story’ and the management of medical uncertainty, Health. Risk Soc. 18 (2016) 114–
136. https://doi.org/10.1080/13698575.2016.1190319. 

[139] J.M. Martinez, Managing Scientific Uncertainty in Medical Decision-making: The 
Case of the Advisory Committee on Immunization Practices., J. Med. 
Philos.  Httpsdoiorg101093jmpjhr056. 37 (2012) 6–27. 

[140] M.D. Mastrandrea, K.J. Mach, IPCC, Treatment of uncertainties in Reports: past 
approaches and considerations for the Fifth Assessment Report., Clim. 
Chang.  Httpsdoiorg101007s1058401101777. 108 (2011) 659–673. 

[141] M.D. Mastrandrea, K.J. Mach, G.K. Plattner, O. Edenhofer, T.F. Stocker, C.B. Field, 
P.R. Matschoss, I. The, The IPCC AR5 guidance note on consistent treatment of 
uncertainties: a common approach across the working groups., Clim. Change. 108 
(2011) 675–691. 

[142] L.S. Matott, J.E. Babendreier, S.T. Purucker, Evaluating uncertainty in integrated 
environmental models: A review of concepts and tools: EVALUATING 
ENVIRONMENTAL MODELS, Water Resour. Res. 45 (2009). 
https://doi.org/10.1029/2008WR007301. 

[143] L. Maxim, J.P. van der Sluijs, Quality in environmental science for policy: Assessing 
uncertainty as a component of policy analysis, Environ. Sci. Policy. 14 (2011) 482–
492. https://doi.org/10.1016/j.envsci.2011.01.003. 

[144] T.J. McCulloch, Bayesian statistics: How to quantify uncertainty, Anaesth. Intensive 
Care. 39 (2011) 1001–1003. https://doi.org/10.1177/0310057x1103900603. 

[145] L.B. McCullough, Responsibly Managing Uncertainties In Clinical Ethics., J. Med. 
Philos.  Httpsdoiorg101093jmpjhr057. 37 (2012) 1–5. 

[146] L.B. McCullough, The Professional Medical Ethics Model of Decision Making Under 
Conditions of Clinical Uncertainty, Med. Care Res. Rev. 70 (2013) 141S-158S. 
https://doi.org/10.1177/1077558712461952. 



49 
 

[147] B. Meder, R. Mayrhofer, Diagnostic causal reasoning with verbal information, Cogn. 
Psychol. 96 (2017) 54–84. https://doi.org/10.1016/j.cogpsych.2017.05.002. 

[148] B. Meder, R. Mayrhofer, M.R. Waldmann, Structure induction in diagnostic causal 
reasoning., Psychol. Rev. 121 (2014) 277–301. https://doi.org/10.1037/a0035944. 

[149] A.E. Milne, M.J. Glendining, R.M. Lark, S.A.M. Perryman, T. Gordon, A.P. 
Whitmore, Communicating the uncertainty in estimated greenhouse gas emissions 
from agriculture., J. Environ. Manag.  Httpsdoiorg101016jjenvman05034. 160 DOI-
Milne, A. E., Glendining, M. J., Lark, R. M., Perryman, S. A. M., Gordon, T., 
Whitmore, A. P. (2015). Communicating the uncertainty in estimated greenhouse gas 
emissions from agriculture. Journal of Environmental Management, 160, 139-153. 
https://doi.org/10.1016/j.jenvman.2015.05.034 SRC-BaiduScholar FG-0 (2015) 139–
153. 

[150] A. Morone, O. Ozdemir, DISPLAYING UNCERTAIN INFORMATION ABOUT 
PROBABILITY: EXPERIMENTAL EVIDENCE, Bull. Econ. Res. 64 (2012) 157–
171. https://doi.org/10.1111/j.1467-8586.2010.00380.x. 

[151] T.A. Morton, A. Rabinovich, D. Marshall, P. Bretschneider, The future that may (or 
may not) come: How framing changes responses to uncertainty in climate change 
communications, Glob. Environ. Chang. 21 (2011) 103–109. 
https://doi.org/10.1016/j.gloenvcha.2010.09.013. 

[152] R.H. Moss, Reducing doubt about uncertainty: Guidance for IPCC’s third assessment, 
Clim. Change. 108 (2011) 641–658. https://doi.org/10.1007/s10584-011-0182-x. 

[153] J. Murray, Output gap measurement: judgement and uncertainty, Office for Budget 
Responsibility, 2014. 

[154] R.E.J. Neslo, W. Oei, M.P. Janssen, Insight into “Calculated Risk”: An Application to 
the Prioritization of Emerging Infectious Diseases for Blood Transfusion Safety: Blood 
Transfusion Safety., Risk Anal.  Httpsdoiorg101111risa12752. 37 (2017) 1783–1795. 

[155] X. Nie, G.H. Huang, Y. Li, Capacity planning for waste management systems: an 
interval fuzzy robust dynamic programming approach., J. Air  Waste Manag. Assoc. 
59 (2009) 1317–1330. 

[156] M. O’Riordan, A. Dahinden, Dealing with uncertainty in general practice: an essential 
skill for the general practitioner, (n.d.) 7. 

[157] Office for Budget Responsibility, Economic and fiscal outlook: March 2011, The 
Stationery Office, London, 2011. 

[158] J. O’Reilly, K. Brysse, M. Oppenheimer, N. Oreskes, Characterizing uncertainty in 
expert assessments: ozone depletion and the West Antarctic ice sheet: Characterizing 
uncertainty in expert assessments, Wiley Interdiscip. Rev. Clim. Chang. 2 (2011) 728–
743. https://doi.org/10.1002/wcc.135. 



50 
 

[159] S. Parvez, K. Abdel-Kader, M. Song, M. Unruh, K., & Conveying Uncertainty in 
Prognosis to Patients with ESRD., Blood Purif. 39 5864 
Httpsdoiorg101159000368954. (2015) 1-3 DOI-Parvez, S., Abdel-Kader, K., Song, 
M.-K., Unruh, M. (2015). Conveying Uncertainty in Prognosis to Patients with ESRD. 
Blood Purification, 39(1–3), 58-64. https://doi.org/10.1159/000368954 SRC-
BaiduScholar FG-0. 

[160] G. Pflug, A. Timonina, S. Hochrainer-Stigler, Ch.,  & Incorporating model uncertainty 
into optimal insurane contract design., Insur. Math. Econ. 73. (2017). 

[161] M.C. Politi, C.L. Lewis, D.L. Frosch, Supporting Shared Decisions When Clinical 
Evidence Is Low, Med. Care Res. Rev. 70 (2013) 113S-128S. 
https://doi.org/10.1177/1077558712458456. 

[162] P. Poncela, E. Senra, Measuring uncertainty and assessing its predictive power in the 
euro area, Empir. Econ. 53 (2017) 165–182. https://doi.org/10.1007/s00181-016-1181-
6. 

[163] B. Quincy, P. Ragan, Increasing Diagnostic Certainty: The Clinical Value of the 
Likelihood Ratio:, J. Physician Assist. Educ. 23 (2012) 46–50. 
https://doi.org/10.1097/01367895-201223030-00008. 

[164] A.M.J. Ragas, M.A.J. Huijbregts, I. Henning-de Jong, R.S.E.W. Leuven, Uncertainty 
in Environmental Risk Assessment: Implications for Risk-Based Management of River 
Basins, Integr. Environ. Assess. Manag. 5 (2009) 27. 
https://doi.org/10.1897/IEAM_2008-046.1. 

[165] J.C. Refsgaard, K. Arnbjerg-Nielsen, M. Drews, E. Jeppesen, H. Madsen, J.H. 
Christensen, A, Halsnæs, K.,  The role of uncertainty in climate change adaptation 
strategies—water management example., Mitig. Adapt. Strateg. Glob. 
Chang.  Httpsdoiorg101007s1102701293666. 18 (2013) 337–359. 

[166] D. Reifschneider, P. Tulip, Gauging the Uncertainty of the Economic Outlook Using 
Historical Forecasting Errors: The Federal Reserve’s Approach, Financ. Econ. 
Discuss. Ser. 2017 (2017). https://doi.org/10.17016/FEDS.2017.020. 

[167] B.I. Reiner, Quantitative Analysis of Uncertainty in Medical Reporting: Creating a 
Standardized and Objective Methodology, J. Digit. Imaging. 31 (2018) 145–149. 
https://doi.org/10.1007/s10278-017-0041-z. 

[168] B.I. Reiner, Quantifying Analysis of Uncertainty in Medical Reporting: Creation of 
User and Context-Specific Uncertainty Profiles, J. Digit. Imaging. 31 (2018) 379–382. 
https://doi.org/10.1007/s10278-018-0057-z. 

[169] Office for Budget Responsibility, Economic and fiscal outlook: July 2015, 2015. 

[170] Office for Budget Responsibility, Economic and fiscal outlook: December 2014, 2014. 

[171] Office for Budget Responsibility, Economic and fiscal outlook: November 2010, 
Stationery Office, Norwich, 2010. 



51 
 

[172] Office for Budget Responsibility, Economic and fiscal outlook: November 2011, The 
Stationery Office, London, 2011. 

[173] Office for Budget Responsibility, Economic and fiscal outlook: March 2012, Office 
for Budget Responsibility, 2012. 

[174] Office for Budget Responsibility, Economic and fiscal outlook: December 2012, The 
Stationery Office, London, 2012. http://www.official-
documents.gov.uk/document/cm84/8481/8481.pdf. 

[175] Office for Budget Responsibility, Economic and fiscal outlook: March 2013, The 
Stationery Office, London, 2013. 

[176] Office for Budget Responsibility, Economic and fiscal outlook: December 2013, TSO, 
London, 2013. 

[177] Office for Budget Responsibility, Economic and fiscal outlook: March 2014, 2014. 

[178] Office for Budget Responsibility, Economic and fiscal outlook: March 2015, HM 
Government, London, 2015. http://budgetresponsibility.org.uk/economic-fiscal-
outlook-march-2015/. 

[179] Office for Budget Responsibility, Economic and fiscal outlook: November 2015, 2015. 

[180] Office for Budget Responsibility, Economic and fiscal outlook: March 2016, 2016. 

[181] Office for Budget Responsibility, Economic and fiscal outlook: November 2016., 
2016. 

[182] Office for Budget Responsibility, Economic and fiscal outlook: March 2017, 2017. 

[183] Office for Budget Responsibility, Economic and fiscal outlook: November 2017., 
2017. 

[184] Office for Budget Responsibility, Economic and fiscal outlook: March 2018, 2018. 

[185] Office for Budget Responsibility, Economic and fiscal outlook: October 2018., 2017. 

[186] Office for Budget Responsibility, Economic and fiscal outlook: March 2019, 2019. 

[187] Office for Budget Responsibility, Fiscal risks report: July 2019., 2019. 

[188] Office for Budget Responsibility, Welfare trends report: January 2019, Office for 
Budget Responsibility, 2019. 

[189] Office for Budget Responsibility, Fiscal Sustainability Report: July 2018, Office for 
Budget Responsibility, 2018. 

[190] Office for Budget Responsibility, Forecast Evaluation Report: December 2018, Office 
for Budget Responsibility, 2018. 



52 
 

[191] Office for Budget Responsibility, Briefing paper No. 4: How we present uncertainty, 
Office for Budget Responsibility, 2012. 

[192] R. Rich, J. Tracy, A, N.Y. York, The Behavior of Uncertainty and Disagreement and 
Their Roles in Economic Prediction: Analysis (No. Staff Report No., 808 p 39 
New  Fed. Reserv. Bank New York. (2017). 

[193] R. Rich, J. Song, J. Tracy, The Measurement and Behavior of Uncertainty: Evidence 
from the ECB Survey of Professional Forecasters, Federal Reserve Bank New York, 
New York, NY, 2012. 

[194] R. Rich, J. Tracy, A Closer Look at the Behavior of Uncertainty and Disagreement: 
Micro Evidence from the Euro Area, Fed. Reserv. Bank Clevel. (2018). 

[195] W.A. Rogers, M.J. Walker, Fragility, uncertainty, and healthcare, Theor. Med. Bioeth. 
37 (2016) 71–83. https://doi.org/10.1007/s11017-016-9350-3. 

[196] B. Rossi, T. Sekhposyan, M. Soupre, Understanding the Sources of Macroeconomic 
Uncertainty, SSRN Electron. J. (2016). https://doi.org/10.2139/ssrn.2780213. 

[197] C. Russill, Stephen Schneider and the “Double Ethical Bind” of Climate Change 
Communication, Bull. Sci. Technol. Soc. 30 (2010) 60–69. 
https://doi.org/10.1177/0270467609355055. 

[198] M.M. Schapira, C. Aggarwal, S. Akers, J. Aysola, D. Imbert, C. Langer, C.B. Simone, 
E. Strittmatter, A. Vachani, L. Fraenkel, How Patients View Lung Cancer Screening. 
The Role of Uncertainty in Medical Decision Making, Ann. Am. Thorac. Soc. 13 
(2016) 1969–1976. https://doi.org/10.1513/AnnalsATS.201604-290OC. 

[199] K.H. Schlag, J.J. van der Weele, A method to elicit beliefs as most likely intervals, 
Judgm. Decis. Mak. 10 (2015) 456–468. 

[200] G. Schultefrankenfeld, SSRN, Forecast Uncertainty and the Bank of England Interest 
Rate Decisions., J. Httpsdoiorg102139ssrn2633949. (2013). 

[201] A.J.E. Seely, Embracing the Certainty of Uncertainty: Implications for Health Care 
and Research., Perspect. Biol. Med.  Httpsdoiorg101353pbm0009. 56 (2013) 65–77. 

[202] R.C. Shelton, L.E. Brotzman, D.M. Crookes, P. Robles, Ai.I. Neugut, Decision-
making under clinical uncertainty: An in-depth examination of provider perspectives 
on adjuvant chemotherapy for stage II colon cancer, Patient Educ. Couns. 102 (2019) 
284–290. https://doi.org/10.1016/j.pec.2018.09.015. 

[203] X. Sheng, M. Thevenot, A new measure of earnings forecast uncertainty, J. Account. 
Econ. 53 (2012) 21–33. https://doi.org/10.1016/j.jacceco.2011.11.001. 

[204] B. Shinkins, R. Perera, Diagnostic uncertainty: dichotomies are not the answer., Br. J. 
Gen. Pract.  Httpsdoiorg103399bjgp13X664090. 63 (2013) 122–123. 



53 
 

[205] M. Shoja, E.S. Soofi, Uncertainty, information, and disagreement of economic 
forecasters, Econom. Rev. 36 (2017) 796–817. 
https://doi.org/10.1080/07474938.2017.1307577. 

[206] K. Sill, Measuring Economic Uncertainty Using the Survey of Professional 
Forecasters, Bus. Rev. Fed. Reserv. Bank Philadelphia. Q4 (2012) 16–27. 
www.philadelphiafed.org. 

[207] D.J.C. Skinner, S.A. Rocks, S.J.T. Pollard, G.H. Drew, Identifying Uncertainty in 
Environmental Risk Assessments: The Development of a Novel Typology and Its 
Implications for Risk Characterization, Hum. Ecol. Risk Assess. An Int. J. 20 (2014) 
607–640. https://doi.org/10.1080/10807039.2013.779899. 

[208] J. Sladakovic, J. Jansen, J. Hersch, R. Turner, K. McCaffery, The differential effects of 
presenting uncertainty around benefits and harms on treatment decision-making., 
Patient Educ. Couns.  Httpsdoiorg101016jpec01009. 99 (2016) 974–980. 

[209] Q.W. Smith, R.L. Street, R.J. Volk, M. Fordis, Differing Levels of Clinical Evidence: 
Exploring Communication Challenges in Shared Decision Making, Med. Care Res. 
Rev. 70 (2013) 3S-13S. https://doi.org/10.1177/1077558712468491. 

[210] R.H. Socolow, High-consequence outcomes and internal disagreements: tell us more, 
please, Clim. Change. 108 (2011) 775–790. https://doi.org/10.1007/s10584-011-0187-
5. 

[211] A. Sperotto, J. Molina, S. Torresan, A. Critto, A. Marcomini, L.,  & Reviewing 
Bayesian Networks potentials for climate change impacts assessment and 
management: A multi-risk perspective., J. Environ. 
Manag.  Httpsdoiorg101016jjenvman07044. 202 DOI-Sperotto, A., Molina, J.-L., 
Torresan, S., Critto, A., Marcomini, A. (2017). Reviewing Bayesian Networks 
potentials for climate change impacts assessment and management: A multi-risk 
perspective. Journal of Environmental Management, 202, 320-331. 
https://doi.org/10.1016/j.jenvman.2017.07.044 SRC-BaiduScholar FG-0 (2017) 320–
331. 

[212] P. Srinivasan, M.B. Westover, M.T. Bianchi, Propagation of Uncertainty in Bayesian 
Diagnostic Test Interpretation:, South. Med. J. 105 (2012) 452–459. 
https://doi.org/10.1097/SMJ.0b013e3182621a2c. 

[213] Y.A. Strekalova, V.S. James, Language of Uncertainty: the Expression of Decisional 
Conflict Related to Skin Cancer Prevention Recommendations., J. Cancer 
Educ.  Httpsdoiorg101007s1318701609856. 32 (2017) 532–536. 

[214] R. Swart, L. Bernstein, M. Ha-Duong, A. Petersen, Agreeing to disagree: uncertainty 
management in assessing climate change, impacts and responses by the IPCC., Clim. 
Chang. 92 129 Httpsdoiorg101007s1058400894447. (2009) 1-2 DOI-Swart, R., 
Bernstein, L., Ha-Duong, M., Petersen, A. (2009). Agreeing to disagree: uncertainty 
management in assessing climate change, impacts and responses by the IPCC. 
Climatic Change, 92(1–2), 1-29. https://doi.org/10.1007/s10584-008-9444-7 SRC-
BaiduScholar FG-0. 



54 
 

[215] M.P. Than, D.F. Flaws, Communicating diagnostic uncertainties to patients: The 
problems of explaining unclear diagnosis and risk., EvidenceBased 
Med.  Httpsdoiorg101136ebm14366. 14 (2009) 66–67. 

[216] R.H. Thomas, C.L. Hammond, O.G. Bodger, M.I. Rees, P.E.M. Smith, on behalf of the 
members of W.& J.L. Alliance, Identifying and prioritising epilepsy treatment 
uncertainties, J. Neurol. Neurosurg. Psychiatry. 81 (2010) 918–921. 
https://doi.org/10.1136/jnnp.2009.192716. 

[217] N.I. Thomsen, P.J. Binning, U.S. McKnight, N. Tuxen, P.L. Bjerg, M. Troldborg, A, A 
bayesian belief network approach for assessing uncertainty in conceptual site models 
at contaminated sites, J. Contam. Hydrol. 188 DOI- (2016) 12–28. 

[218] M. Vardy, M. Oppenheimer, N.K. Dubash, J. O’Reilly, D. Jamieson, The 
Intergovernmental Panel on Climate Change: Challenges and Opportunities, Annu. 
Rev. Environ. Resour. 42 (2017) 55–75. https://doi.org/10.1146/annurev-environ-
102016-061053. 

[219] D.P. Walsh, A.S. Norton, D.J. Storm, T.R. Deelen, D.M. Heisey, Van  & Using expert 
knowledge to incorporate uncertainty in cause-of-death assignments for modeling of 
cause-specific mortality., Ecol. Evol.  Httpsdoiorg101002ece33701. 8 (2018) 509–520. 

[220] J.A. Wardekker, A. de Jong, L. van Bree, W.C. Turkenburg, J.P. der Sluijs, van Health 
risks of climate change: An assessment of uncertainties and its implications for 
adaptation policies., Environ. Heal.  Httpsdoiorg101186X1167. 11 (2012) 1069–1476. 

[221] G. Yohe, M. Oppenheimer, Evaluation, characterization, and communication of 
uncertainty by the intergovernmental panel on climate change—an introductory essay., Clim. 
Chang.  Httpsdoiorg101007s1058401101768. 108 (2011) 629–639. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



55 
 

Appendix B 

 

Search Terms Table: 

Synonyms Concept 1 Concept 2 Concept 3 Concept 4 Concept 5 

 
Uncertain* Decision-mak* Finding$ Assess* Communicat* 

  Determin* Conclusion$  Evaluat* Disclos* 

   Prognos* Estimat* Report* 

   Diagnos* Quant* Present* 

   Forecast*   

   Predict*   

 

  

Search Strings  

Main search string for evaluation of uncertainty, as used in Scopus: 

1. Medicine:  

uncertain*W/4 ("decision mak*" OR conclusion* OR finding* OR prognos* OR diagnos* OR determin* 
OR assess* OR evaluat* OR estimat* OR quant*)  

 

2. Environmental Science & Economics:  

uncertain*W/4 ("decision mak*" OR conclusion* OR finding* OR forecast* OR predict* OR determin* 
OR assess* OR evaluat* OR estimat* OR quant*)  

 

Main search string for evaluation of uncertainty, as used in Scopus: 

uncertain*W/4 ("communicat*" OR “disclos*”)  

 


